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Some Big Questions

• Is GC the main star formation mode in the first 
galaxies?

• Can HST and JWST detect their formation at 
z>6?

• What is the connection to ultra-faint dwarfs? 

• Are GC drivers of reionization?



What are the ages of Milky 
Way’s globular clusters?

Ages of GCs
(Forbes & Bridges 2010)

Errors are about 1 Gyr 
(MonteCarlo simulation)



Constrain how many GCs can form at any 
given redshift using LF and colors in HDF

3258 H. Katz and M. Ricotti

Figure 5. The top and the bottom panels are analogous to the ones in Fig. 4 but for systems of proto-GCs allowed to form in haloes with virial temperature
Tvir > 5 × 104 K. The long dashed lines show the difference between the observed LFs and the proto-GCs LFs.

ages of Milky Way GCs from Forbes & Bridges (2010). The lines
in Fig. 6 (left-hand panel) correspond to different assumptions on
the minimum mass of the haloes in which proto-GC systems form:
Tvir > 5 × 104 K (dashed line); Tvir > 8 × 104 K (dotted line) and

Tvir > 1.5 × 105 K (solid line). The limits on the GCs formation
rate are independent of the assumed fiducial value for ρgc, while the
redshift distribution and cumulative redshift distribution of GC are
normalized to ρgc (that is somewhat uncertain as it depends on fdi).
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Fixed fraction of present day GCs forming at given z

Katz & Ricotti (2013)



Upper limits on GC formation rate and fraction  
of present day population

Two formation
epochs

Katz & Ricotti (2013)
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Vanzella et al.
Figure 1: Left panel: the MUSE Ly↵ image at z=6.149. Three multiple images of the arc (A,B,C)
and target D2 are shown with the five NIRSpec pointings marked with dotted boxes, while the
Pop III target is labelled in green. On the bottom, examples of Ly↵ profiles for objects D1, T1
and D2 compared to two spectral resolutions, R. Middle panel: zoom of the magenta box from the
left panel. The NIRSpec pointings (300 ⇥ 300) are shown in the corresponding insets, reporting the
deep HST imaging from NIR stacks. White and yellow contours outline the Ly↵ at 4-8 sigma for
z=6.149 and z=6.629 sources, respectively. The yellow arrow in the green inset shows a possible
HST counterpart. Right: Summary of the basic properties of each object.

so far (VA17b), embedded in a prominent Ly↵ nebula (equivalent width ⇠> 200Å rest-frame)
close to the reionization epoch. Four NIRSpec IFU pointings (1, 2, 3 and 5 in Fig. 1) will
cover 10 key z=6.149 highly-amplified SF-regions in the rest-frame optical, 4015�7372Å. We
will observe the dwarf galaxy (D1) hosting the D1-core, an extremely dense core, with upper
limit on the e↵ective radius of 13 pc and a star formation rate surface density ⌃SFR > 1000
M� yr�1 Kpc�2 (VA19). Additional clustered HST-detected SF knots with intrinsic mag-
nitudes 30 ⇠< m1500 < 33 and sizes between 10 and 100 pc and stellar masses of 105 � 107

M� will be also observed (Table 1, orange cells). All of the knots but one lie within 3.8
physical kpc and are likely to have generated the aforementioned Ly↵ arc extending for ⇠ 5
kpc in the source plane. The remaining source, D2, instead, lies at 26 kpc away from the
main group and shows its own spatially resolved Ly↵ nebula, whereas the UV counterpart
is not resolved on HST (see Fig. 1 and Table 1). There are two immediate quantities we
can address on each tiny stellar complex: ⌃SFR and the nature of the ionizing source. ⌃SFR

is a key quantity known to be linked to the formation of massive star clusters (Elmegreen
2018) and the ionizing field is linked to the presence of hot and massive stars and/or inter-
mediate mass black holes, both addressable through the strength, width and ratios of optical
rest-frame lines, e.g., ([Oiii]�5007/ H�) and ([N ii]�6583/ H↵) (BPT diagram). Moreover,
the direct measure of the SFR from the H↵ luminosity and the contribution of the optical
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Figure 2: Left main box: An example of SED-fitting using HST and Spitzer/IRAC marginal
detections and the degeneracy over the the two-sigma solutions (cases A, B and C) between the
stellar mass, age and star formation rate. The green shaded region shows that NIRSpec IFU will
cover [O iii]��4959, 5007 and H↵ lines. Right: Pointing 2 T1, the IFU spaxel size and the synergy
with the typical NIRCam pixel scale (see note [??] at the end).

lines of each knot on their broad-band photometry (see note [??] on Synergies below) will
definitely break the degeneracy that a↵ects any SED-modeling based on broad-band pho-
tometry only (Fig. 2) and finally will allow us to identify gravitationally-bound star clusters
(by deriving the dynamical age, following Gieles & Portegies Zwart 2011, see also Vanzella et
al. 2020d). The H↵ and the UV-continuum luminosities will provide the Lyman continuum
(LyC) photon production e�ciency, ⇠ion (e.g., Maseda et al. 2020). Since the H↵ spectrum
is a direct measure of the intrinsic Ly↵ spectrum prior to the radiative transfer (RT) e↵ects,
the comparison between the H↵, H� and Ly↵ (spatial/spectral) emissions will allow us to
infer the nebular attenuation and compute Ly↵ RT modelling along the arc (and over the
clumps), disentangling between Ly↵ fluorescence (local escaping LyC radiation) and scat-
tering (Mas-Ribas et al. 2017, Momose et al. 2016), as well as unveil the real e↵ect of the
IGM on Ly↵ visibility. The observed spectral variation of the Ly↵ profile among the targets
(Fig. 1, bottom-left) urges for a detailed H↵ mapping at similar spectral resolution.
Target 2 - pushing into the dark: candidate Population III star complexes The MDLF
program also revealed the so-called “HST-dark” Ly↵ MUSE sources, i.e., cases in which no
HST counterpart is present. While two such detections at S/N > 8 with 3� rest-fame Ly↵
equivalent width of EW(Ly↵) > 500Å will be probed on Target 1 (identified as “EM1” and
“EM2” in Fig. 1), an even more compelling Ly↵ arclet at z=6.629 (S/N ' 18) straddling the
caustic has been discovered by Vanzella et al. (2020b), with magnification µ > 40 (see Fig. 1).
A tentative HST counterpart has also been detected at S/N ' 2, still consistent with being
a “HST-dark” object, lying very close to the critical line with an observed(intrinsic) UV
magnitude fainter than 31(35). They conclude that the extremely low luminosity (M1500 >
�11.9) and the very large rest-frame Ly↵ EW (>1000Å, see Fig. 3 and Raiter et al. 2010)
match the case of a ⇠ 104 M� star complex made of a group of Pop III stars which irradiates
a Hii region across the caustic. This source was unexpected and its nature is unknown at

the moment. JWST NIRSpec IFU observations represent the only concrete opportunity to
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Diameter ~32 pc
Mass ~2.8x106 Msun

Gravitationally lensed galaxy at z~6



 
Constraining the nature of the first stellar complexes: globular
cluster precursors and Population III stellar clusters at z~6-7
 

 
 
Abstract
 
The observation, down to a few parsec scale, of individual Population III star-forming complexes and Globular
Cluster Precursors (GCPs) and their interaction with the hosting galaxy and environment, necessarily requires
strong gravitational lensing amplification. Moreover, the role of such low luminosity (M1500 > -16) sources on
the ionization of the surrounding medium is a key factor in our understanding of the cosmic reionization. We
propose JWST/NIRSpec-IFU mode to map two key targets (dubbed LYA and POPIII) amplified by the Hubble
Frontier Field galaxy cluster MACS J0416, currently the modeled lens with the richest number of confirmed
multiple images (>180).
 
LYA is a strong Ly-alpha emitter (rest-frame equivalent width, EW>200A) at z=6.149 in which at least 10 star-
forming knots of (<)10-100 parsec sizes and intrinsic ultraviolet magnitudes m1500=29-33 are secured with
VLT/MUSE and HST deep observations and recognized as the ionizing sources.
 
POPIII is a much fainter Ly-alpha arclet straddling the caustic at z=6.629 with a barely detected HST
counterpart down to mag1500>~31 (observed), implying an intrinsic m1500>~35. The huge Ly-alpha EW of
the Pop III arclet (>1000A rest-frame) suggests the presence of a metal-free star complex.
 
JWST will be a game-changer for the challenge of understanding the nature of such extremely faint and
compact ionizing sources. We will blindly map, at tens of parsec scale, the key optical lines like [OIII]4959-
5007 and H-alpha, and definitely identify the targets as GCPs, quantify their ionizing photon production
efficiency in an unprecedented low-luminosity regime and rich environment at the tail end of the Cosmic
Reionization epoch.
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equivalent width of EW(Ly↵) > 500Å will be probed on Target 1 (identified as “EM1” and
“EM2” in Fig. 1), an even more compelling Ly↵ arclet at z=6.629 (S/N ' 18) straddling the
caustic has been discovered by Vanzella et al. (2020b), with magnification µ > 40 (see Fig. 1).
A tentative HST counterpart has also been detected at S/N ' 2, still consistent with being
a “HST-dark” object, lying very close to the critical line with an observed(intrinsic) UV
magnitude fainter than 31(35). They conclude that the extremely low luminosity (M1500 >
�11.9) and the very large rest-frame Ly↵ EW (>1000Å, see Fig. 3 and Raiter et al. 2010)
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IFU data cube 
30x30 

R~2700

We are preparing for this data: see Chongchong He’s talk on Tue



Some Big Questions

• Is GC the main star formation mode in the first 
galaxies? 

• Can HST and JWST detect their formation at 
z>6? 

• What is the connection to ultra-faint dwarfs?

• Are GC drivers of reionization?



Dense clusters and Ultra-faint dwarfs at 
redshift z~9 in cosmological volume sims.

Globular  
clusters 

progenitors

Ultra-faint  
dwarfs

Only PopIII 
 stars

Ricotti, Parry & Gnedin 2016
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Compact clusters and Ultra-faint dwarfs

Globular 
Cluster/UCD

Ultra-faint 
dwarf 

(dark matter dominated)

if remains bound 
after formation

if becomes unbound 
or M*<104 Msun



Comparison to Nearby Dwarfs and MW GCs
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There are many open questions:

• What is the fraction of bound star clusters at formation (or 
what is the star formation efficiency in MC)? 

• What is the star clusters dynamical evolution? 

• Is the galaxy luminosity dominated by stars in proto-GCs or 
field stars (open clusters) 

• Is the escaping ionizing radiation dominated by proto-GCs 
or field stars?

We want to understand the physics in 
greater detail 

Volume simulations have limited resolution (~1pc)



Dark matter structure and halo

Halo D at z=0

Zoom simulations of a single galaxy 
(Work in progress by Fred Garcia et al.)



value note

Simulation 
code

RAMSES-RT
(Teyssier 2002, Rosdahl&Teyssier 

2015)

Cosmological AMR (M)HD,
Moment method RT (M1 closure) ,

DM particle, sink (BH) particle,
stellar radiation, SN feedback,

 non-equilibrium chemistry/cooling/heating

IC code MUSIC (Hahn&Abel 2011)
Generate initial condition at z = 127

w/ zoom technique 

Box size 0.3 h-1 cMpc (zoom-region) 35 h-1cMpc (base-box)

DM mass 800 Msun (zoom-region) 1011 Msun (base-box)

Stars mass 10 Msun Constant (no IMF sampling)

Refinement NJ = 8 (Δx >1pc), 4 (Δx <1pc) at least NJ cells per Jeans length

Cell size Δxmin = 0.15 pc * ((1+z)/10) AMR level = 25

Star 
formation

nSF = 5×104 cm-3 * ((1+z)/10)2 
* (T/100 K)

Same as refinement condition to create AMR 
level = 26 (not existing)  



! low-metal (Pop II) stellar clusters

• conversion from star-forming cloud to stellar cluster

• size of star forming cloud (stellar cluster) : Rcl

• gas-to-star conversion efficiency: 

A) fstar = constant (70% and 35%)
B) fstar(Mcl, Rcl, Zcl) based on cloud-scale simulations (He, Ricotti, Geen 2019)

star-forming cloud

stellar cluster

Zcr = 10-5 Zsun

• formation criteria: nH > nSF and Z > Zcr

nSF = 5×104 cm-3 * ((1+z)/10)2 * (T/100 K), 

(see also Starforge project, Gavagnin +, Fukushima +, Lee +, Kim +)

n1D(Rcl) = 1/10 * nSF

Implementation of sub-grid physics

1pc

1pc

Rcl

x

mass-weighted scattering of PopII particles within r < Rcl



f*(MC)=70%
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Cloud density-metallicity relation



Molecular Clouds Mass function 
and metallicity distribution

Molecular clouds  
mass function

Clouds metallicity   
distribution

 Log[Metallicity (Z/Zsun)] Log[MC Mass (Msun)]



What is the SFE in star 
forming molecular clouds?

• Star formation in the galaxy is self-regulated by 
feedback: changing the sub-grid SFE does not 
affect much the overall mass in stars in the galaxy.





What is the SFE in star 
forming molecular clouds?

• Star formation in the galaxy is self-regulated by 
feedback: changing the sub-grid SFE does not 
affect much the overall mass in stars in the galaxy. 

• However, the SFE determines the fraction star 
clusters that are bound/unbound (proto-GC/open 
clusters)  

• We rely on results of (idealized IC) molecular 
cloud scale simulations (see He, Ricotti & Geen 
2019)
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Methods and Grid 
of Simulations
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• MHD+RT simulations with ~100 to 
1000 AU resolution 

• Turbulent MCs with range of cloud 
masses and densities (virial ratio 
0.4) 

• Resolve formation of massive stars 
and self-consistently include UV 
radiation feedback (no SN 
explosions) 

• Empirical prescription: mass of 
massive stars ~1/3 of sink 
particles mass 
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Star clusters across cosmic time 1893

Figure 10. Top: Stellar mass of the cluster mcl as a function of the initial
mass of the gas cloud (mgas) for the set of simulations with different
initial cloud densities (see legend). The grey dot–dashed line is plotted
as a reference for 100 per cent SFE. Excluding the three fiducial cloud
simulations with the lower masses, we observe a clear power-law relation
between mcl and mgas. We speculate that the minimum cluster mass floor
observed for the fiducial clouds data points is due to inefficiency UV stellar
feedback due to lack of realistic implementation of low-mass stars feedback
in our simulations. Indeed, the simulations by Jones & Bate (2018), shown
as magenta stars, are in excellent agreement with the extrapolation of out
power-law fits as shown by the brown diamonds, assuming equations (8)
and (9) fits with mf = 10 M! (see the brown dashed line for our fit to the
smallest density of the three Jones18 data points). Bottom: Same as the top
panel but showing the total SFE (TSFE), i.e. the SFE once star formation
ends and the cloud is dispersed. The solid horizontal line at f∗ = 15 per cent
roughly separates clouds that form GC progenitors from open star clusters.

radiation feedback or protostellar jets feedback should be included
in the simulation. In all the other simulations UV feedback by
massive stars is likely the dominant feedback at play; therefore,
these simulations incorporate the relevant physics for the formation
of realistic star clusters.

3.3 Star formation law in molecular clouds

Next, we ask the question of what is the physical interpretation of
the empirical relationship we derived for the SFE as a function of
cloud mass and compactness. To answer this question, we first fit
the SFE f∗(τ ) with an analytic function, where τ ≡ t/tff, in order
to minimize the stochastic noise of the simulations. The f∗(τ ) has a

shape that can be fit by an arctan function or the Fermi function:

fF(τ ) = f0

e−(τ−τ0)/"τ + 1
. (10)

Both fits give similar results for the purpose of interpreting f∗(τ ).
In Fig. 11, we show the fit to f∗(τ ) using the Fermi function fF

(orange solid curves) and its time derivative (blue curves), or the
dimensionless SFR per free-fall time, SFRff ≡ df∗/dτ ≈ dfF/dτ .
The fits are a good approximations to the data points from the
simulations (solid points), except for a few clouds where f∗(τ ) has
a pit near the end of the star formation process.

The value of the peak of SFRff has a weak dependence on the
cloud mass (see the top panel in Fig. 12) and a stronger dependence
on the cloud mean density. We fit the SFRff|max with a power law
similar to equation (9):

SFRff |max ≈ 1.1 per cent
(

mgas

104M!

)0.36 (
1 + ngas

ncri

)αf

, (11)

where αf ≈ 1.0 and ncri is the same critical density as in equation (8).2

The duration of the star formation burst in units of tff, "τ SF, is
proportional to the width of the SFRff shown as the blue lines in
Fig. 11. The function dfF/dτ has a peak value f0/4"τ and a full-width
half-maximum 3.526"τ . We define "τ SF ≡ 4"τ so that

f∗,tot ≈ f0 = dfF

dτ
|max × "τSF. (12)

Inspecting Fig. 11 we see that "τ SF increases with the cloud mass
and appears to be proportional to the dimensionless sound crossing
time of the cloud. Here, we define the sound crossing time, tcr, as
the ratio of the time it takes for a sound wave with cs = 10 km s−1

to cross the cloud radius. Similarly to the dimensionless "τ SF, we
define τ cr ≡ tcr/tff, where the free-fall time is defined at the cloud’s
mean density. We find that "τ SF/τ cr = "tSF/tcr ≈ 6 (the horizontal
line in the bottom panel of Fig. 12). This results makes physical
sense because the feedback mechanism stops star formation by
creating overpressured H II regions that require a constant number
of crossing times to expel the gas.

Since tcr ∝ rgas ∝ (mgas/n)1/3, we have "τSF ∝ tcr/tff ∝
m1/3

gas n
1/6. From equation (12), we derive f∗,tot ∝ m 0.69

gas n 0.17
gas (1 +

ngas/ncri)1.0, which is in good agreement with equation (9) for
n > ncri. The agreement can be improved further by considering
a more accurate fit to τ SF/τ cr rather than assuming a constant value
∼6. Namely, considering the weak dependence of the star formation
time-scale on the cloud mass and density: "τSF/τcr ∝ m −0.3

gas n −0.2
gas .

From the analysis and interpretation of these results, we can thus
derive a star formation law in molecular clouds that can be used
as a more accurate sub-grid recipe in cosmological simulations
that resolve the molecular cloud phase. Assuming a constant mean
volume for the cloud we have f∗ ≡ m∗/mgas ≈ ρ∗/ρgas. Therefore,
assuming ρgas = const (i.e. assuming f∗ ) 1) during the episode
of star formation, which has a duration "tSF, we have SFRff|max ≡
df∗/dτ |max ≈ dρ∗/dt|max(tff/ρgas), which implies

dρ∗

dt
= ε

(
mgas

104M!

)0.36 (
1 +

ρgas

ρcri

)1.0 ρgas

tff
∝ (ρgas)

2.5,

if ngas > ncri ≈ 103 cm−3 (13)

2The value of αf is somewhat correlated with ncri. We sample a sequence
of ncri for which we obtain a good fit and find that for ncri in the range
∼400–1600 cm−3, the corresponding αf is in the range of 0.85−1.1.
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limit below ∼1000 M" (the maximum sink mass in all simulations).
Since our simulations have the same initial turbulence field and
we have only one random realization for each set of parameters
(mass, and density of the cloud), we are not able to address the
question of whether the maximum stellar mass in a cluster is
determined by physical (Kroupa & Weidner 2003) or statistical
effects (e.g. Fumagalli, da Silva & Krumholz 2011). In addition,
we use an empirical relationship between sinks mass and massive
stars, rather than resolving the fragmentation of sinks into massive
stars using a physical model. This also prevents us from drawing
robust conclusions about this open question.

3.2 Star formation efficiency

We define SFE (SFE, or f∗) in our simulated clouds as the fraction of
the initial gas mass that is converted into sink particles. Fig. 9 shows
the SFE as a function of time in units of the free-fall time tff (shown
at the top-right of each panel), for the simulations in Table 2. The top
panel refers to the fiducial clouds, the middle panel to the compact
clouds, and the bottom panel to the very compact clouds. Lines
in each panel refer to different cloud masses as explained by the
simulation IDs in the legend. The vertical lines mark the time of the
explosion of the first two SNe in the simulation, where the lifetimes
of stars are given by Schaller et al. (1992) fitting functions. As
discussed before we do not include mechanical feedback from SNe,
but star formation has already stopped or it is mostly terminated
before the explosion of the first SN in all simulation but XL-F, i.e.
the fiducial run with mass mgas = 3.2 × 105 M".

When time is measured in units of the free-fall time, the shape of
the SFE curves are qualitatively similar: the SFE increases rapidly
with time and peaks at t ≈ 2–3tff. Generally, the total SFE at the
end of the simulations increases with increasing cloud mass and
with increasing cloud compactness. This is shown more clearly in
Fig. 10. The top panel in Fig. 10 shows the stellar mass of the
cluster mcl, as a function of the cloud gas mass for the three set of
simulations with different compactness (as shown in the legend).
The smaller open circle with the label Z = 1/40 Z" shows a compact
cloud simulation but with lower gas metallicity (see Section 3.4).
The dot–dashed line shows SFE= 100 per cent, while the dashed
lines are fits to the simulation results with the following function:

mcl = 200 M" ×
(

mgas

104 M"

)1.4 (
1 + ngas

ncri

)0.91

+ mfl , (8)

where ncri ≈ 103 cm−3 is the critical density and mfl is the mass
floor. The dashed lines show the fit assuming mfl = 0, while the
dotted line has mfl = 10 M". Equation (8) is a good fit to the
points when excluding the three lowest mass simulations for the
fiducial run (shown as smaller sized open squares). The motivation
for excluding these three simulations from the fits is explained
below.

The open symbols show star cluster that become dynamically
unbound (i.e. open star clusters), while the solid symbols show star
cluster that at the end of the simulations, after most of the gas has
been used up for star formation or expelled, remain gravitationally
bound (i.e. GC progenitors).

The star symbols show the results of simulations by Jones & Bate
(2018) for clouds with mass mgas = 500 M" and for mean densities
ngas = 3 × 102, 3 × 103, and 3 × 104 cm−3, from bottom to top,
respectively. These densities are slightly different from the mean
densities in our fiducial, compact and very compact simulations,
thus we show as diamonds the corresponding points obtained using
our fitting formula in equation (8) with mfl = 10 M". These

Figure 9. Dimensionless SFE f∗ as a function of the dimensionless time
t/tff for all the simulations shown in Table 1. The top, middle, and bottom
panels show the fiducial, compact, and very compact clouds, respectively.
The black vertical lines indicate the time of the first two SN explosions,
if they exist, for each simulation, where the lifetimes of stars are given by
Schaller et al. (1992) fit. The duration of the star formation episode is roughly
proportional to the sound crossing time of the cloud (see Section 3.3).

simulations do not include feedback by massive stars being very
small mass clouds in which the most massive star that forms has is
<10 M". However, the resolution of these simulations is higher than
our simulations and, contrary to our simulations, feedback by IR
radiation is included. In addition, these simulation are run using an
SPH code. It is interesting to note that despite the different codes and
physics included, the results are consistent with the extrapolation of
our fitting formulae to low-mass clouds if we assume a minimum
mass floor for the star cluster mass of ∼10 M".

The bottom panel in Fig. 10 is the same as the top panel but shows
the total SFE f∗ , tot ≡ mcl/mgas and the best fit:

f∗,tot = 2.0 per cent
(

mgas

104 M"

)0.4 (
1 + ngas

ncri

)0.91

. (9)
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limit below ∼1000 M" (the maximum sink mass in all simulations).
Since our simulations have the same initial turbulence field and
we have only one random realization for each set of parameters
(mass, and density of the cloud), we are not able to address the
question of whether the maximum stellar mass in a cluster is
determined by physical (Kroupa & Weidner 2003) or statistical
effects (e.g. Fumagalli, da Silva & Krumholz 2011). In addition,
we use an empirical relationship between sinks mass and massive
stars, rather than resolving the fragmentation of sinks into massive
stars using a physical model. This also prevents us from drawing
robust conclusions about this open question.

3.2 Star formation efficiency

We define SFE (SFE, or f∗) in our simulated clouds as the fraction of
the initial gas mass that is converted into sink particles. Fig. 9 shows
the SFE as a function of time in units of the free-fall time tff (shown
at the top-right of each panel), for the simulations in Table 2. The top
panel refers to the fiducial clouds, the middle panel to the compact
clouds, and the bottom panel to the very compact clouds. Lines
in each panel refer to different cloud masses as explained by the
simulation IDs in the legend. The vertical lines mark the time of the
explosion of the first two SNe in the simulation, where the lifetimes
of stars are given by Schaller et al. (1992) fitting functions. As
discussed before we do not include mechanical feedback from SNe,
but star formation has already stopped or it is mostly terminated
before the explosion of the first SN in all simulation but XL-F, i.e.
the fiducial run with mass mgas = 3.2 × 105 M".

When time is measured in units of the free-fall time, the shape of
the SFE curves are qualitatively similar: the SFE increases rapidly
with time and peaks at t ≈ 2–3tff. Generally, the total SFE at the
end of the simulations increases with increasing cloud mass and
with increasing cloud compactness. This is shown more clearly in
Fig. 10. The top panel in Fig. 10 shows the stellar mass of the
cluster mcl, as a function of the cloud gas mass for the three set of
simulations with different compactness (as shown in the legend).
The smaller open circle with the label Z = 1/40 Z" shows a compact
cloud simulation but with lower gas metallicity (see Section 3.4).
The dot–dashed line shows SFE= 100 per cent, while the dashed
lines are fits to the simulation results with the following function:

mcl = 200 M" ×
(
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)1.4 (
1 + ngas
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)0.91

+ mfl , (8)

where ncri ≈ 103 cm−3 is the critical density and mfl is the mass
floor. The dashed lines show the fit assuming mfl = 0, while the
dotted line has mfl = 10 M". Equation (8) is a good fit to the
points when excluding the three lowest mass simulations for the
fiducial run (shown as smaller sized open squares). The motivation
for excluding these three simulations from the fits is explained
below.

The open symbols show star cluster that become dynamically
unbound (i.e. open star clusters), while the solid symbols show star
cluster that at the end of the simulations, after most of the gas has
been used up for star formation or expelled, remain gravitationally
bound (i.e. GC progenitors).

The star symbols show the results of simulations by Jones & Bate
(2018) for clouds with mass mgas = 500 M" and for mean densities
ngas = 3 × 102, 3 × 103, and 3 × 104 cm−3, from bottom to top,
respectively. These densities are slightly different from the mean
densities in our fiducial, compact and very compact simulations,
thus we show as diamonds the corresponding points obtained using
our fitting formula in equation (8) with mfl = 10 M". These

Figure 9. Dimensionless SFE f∗ as a function of the dimensionless time
t/tff for all the simulations shown in Table 1. The top, middle, and bottom
panels show the fiducial, compact, and very compact clouds, respectively.
The black vertical lines indicate the time of the first two SN explosions,
if they exist, for each simulation, where the lifetimes of stars are given by
Schaller et al. (1992) fit. The duration of the star formation episode is roughly
proportional to the sound crossing time of the cloud (see Section 3.3).

simulations do not include feedback by massive stars being very
small mass clouds in which the most massive star that forms has is
<10 M". However, the resolution of these simulations is higher than
our simulations and, contrary to our simulations, feedback by IR
radiation is included. In addition, these simulation are run using an
SPH code. It is interesting to note that despite the different codes and
physics included, the results are consistent with the extrapolation of
our fitting formulae to low-mass clouds if we assume a minimum
mass floor for the star cluster mass of ∼10 M".

The bottom panel in Fig. 10 is the same as the top panel but shows
the total SFE f∗ , tot ≡ mcl/mgas and the best fit:

f∗,tot = 2.0 per cent
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Effects on IMF in stronger B-field

Phase II: 
Low mass stars formation

Phase I: 
Self-similar stars formation



Getting back to 
cosmological zoom 

simulations
If we use SFE from He, Ricotti and Geen 2019



Using SFE derived from MC scale 
simulations instead of constant efficiency

Bound Stellar Clusters 
Globular Clusters Progenitors
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• Preliminary results suggest proto-GC formation was the 
dominant mode of star formation in the first galaxies. But 
too small mass to survive for a Hubble time? 

• Proto-GCs at z~6 may be the dominant sources of 
reionization 

• We are preparing for JWST data on proto-GCs in z~6 
lensed galaxies: 

• Galaxy scale simulations 

• Molecular cloud scale simulations

Summary
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Sites of clusters 
formation:

Globular clusters

UCD or nuclear  
star cluster

Satellite minihalos: 
Globular clusters?

Ricotti, Parry & Gnedin 2016



Globular Clusters and Ultra-faint Dwarfs in Simulations of the First Galaxies 11

Figure 10. (Left) Size evolution of star bursts (clusters) identified in the REF simulation before the penultimate output (therefore tracks
of compact clusters formed recently in the simulation do not appear here). (Right) 3D velocity dispersion of the stars as a function of the
stellar half-mass radius for all bound objects with more than five star particles in the REF simulation at z = 9.

cluster is self-gravitating and bound, the stars will not
be able to escape the potential of the dark matter halo.
Instead, if the star cluster becomes unbound as a result
of gas mass loss, its radius will increase and the velocity
dispersion of the stars will decrease.
Next we consider the e↵ect of mass loss on the dy-

namical evolution of a stellar system (Hills 1980). If the
initial mass of the star forming cloud is M ic

gas
and the

final mass after star formation and gas loss is M⇤, we
can define the star formation e�ciency in the proto star
cluster: ✏cl = M⇤/M ic

gas
. There are two limiting cases.

If tloss ⌧ tdyn (impulsive gas loss):

rh
ric
h

=
✏cl

2✏cl � 1
with 0.5 < ✏cl < 1, (4)

�⇤
�ic
⇤

⇡
✓
✏cl

ric
h

rh

◆1/2

. (5)

In this case, only if ✏cl > 50% will the cluster remain
bound. The velocity dispersion of the stars decreases

as �⇤ / r�1/2

h
as the cluster expands to the new virial

equilibrium after mass loss6 (for ✏cl = 50%, rh ! 1 and
�⇤ ! 0).
If tloss � tdyn (quasi-adiabatic expansion):

rh
ric
h

=
1

✏gc
with 0 < ✏cl < 1, (6)

�⇤
�ic
⇤

⇡ ric
h

rh
. (7)

In the right panel of Fig. 10 we plot the velocity disper-
sion of stars, �⇤, as a function of the half-mass radius,
rh, for the galaxies in the REF simulation. We observe
a bimodal distribution of �⇤: several galaxies (about 12)
are found to have �⇤ ⇠ 20�40 km s�1 and rh ⇠ 1�20 pc,
while the rest are concentrated in the parameter space

6 To derive the velocity dispersion we have applied the virial
theorem to the final bound configuration, but the equation is nearly
identical to Eq. 26 in Hills (1980) for the expansion velocity of
unbound associations.

�⇤ ⇠ 10±5 km/s and rh ⇠ 100±80 pc. In the plot we also
show lines with �⇤ / r�1

h
, consistent with quasi-adiabatic

expansion of the cluster, as given by Equation (7).
Thus, combining the results illustrated in both panels

of Fig. 10, a picture emerges in which the low-surface
brightness dwarfs with rh ⇠ 100 pc and �⇤ ⇠ 10 km s�1

are the (young) descendants of dwarfs galaxies that form
their stars in compact clusters with high stellar velocity
dispersions. A fraction of these clusters with the high-
est star formation e�ciencies remain bound and resem-
ble today’s GCs, ultra-compact dwarfs or dwarf-globular
transition objects, while the others expand in the dark
matter halo potential until the stellar velocity dispersion
(that decreases as �⇤ / r�↵

h
, with ↵ ⇠ 0.5� 1) becomes

comparable to the halo circular velocity vcir at the radius
rh:

�⇤(rh) = vcir(rh). (8)

At this point, the cluster is dark matter dominated and
bound by the gravitational potential of the dark matter
halo. Thus, in this model a range of stellar half-mass
radii are possible, depending on the initial �ic

⇤ and e�-
ciency of star formation in the cluster ✏cl. However, rh
cannot exceed rmax of the halo (where the circular veloc-
ity reaches its maximum value). If this happens, most of
the stars will be lost from the dwarf into the IGM.
Assuming the cluster becomes unbound and evolves

quasi-adiabatically, and integrating drh/dt = �⇤(rh), ob-
tained from dimensional analysis, we get

rh(t)

ric
h

=

✓
t

tdyn

◆1/2

(9)

where tdyn ⌘ ric
h
/�ic

⇤ ⇠ 0.1 Myr. Comparing rh(t) in
Equation (9) as a function of time with the evolutionary
tracks in the left panel of Fig. 10 we find good agreement
between our toy model and the simulated clusters.

4.1. Comparison to Present-day Compact Clusters and
Nearby Dwarf Galaxies

In Figure 11 we show a comparison between the prop-
erties of luminous objects in our REF simulation (blue
circles) in comparison to Milky Way globular clusters
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stellar half-mass radius for all bound objects with more than five star particles in the REF simulation at z = 9.
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Ultra-faint dwarfs and GCs today clearly look very 
different, but the origin (of a fraction of them) may 
have been similar: 

1. Stars in ultra-faint 
dwarfs traced back to 
few dense clusters? 

2. Hard to distinguish 
between UCDs nuclei 
and GCs based on 
morphology without 
detailed metallicity DFs.

Ricotti, Parry & Gnedin 2016



• GC progenitors can be dominant sources for 
reionization (see Ricotti 2002, Schraerer & Charbonnel 2011, 
Katz & Ricotti 2013,2014, Hartley & Ricotti 2016, Boylan-Kolchin 
2018) 

What are the implications of star formation in 
compact star clusters on reionization?
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Figure 11. Ratio of tMS(Mmax) to the measured tuv. The tuv is measured as
the full width at half-maximum of the Q(t) curve.

Figure 12. Comparing model 〈f MC
esc 〉 (dashed lines) with 〈f MC

esc 〉 from
simulations (shapes). The models have tesc (top) or tin and tesc (bottom) as
parameters. Both models work equally well on the Compact and Very com-
pact clouds while only the latter model works well on the Fiducial clouds.
Bottom: The modelled 〈f MC

esc 〉 using pure cloud parameters; equations (14)
and (18) are used.

data with a one-parameter model by setting tin = 0 (hence 〈f MC
esc 〉 =

1 − 0.5tesc/tuv when tesc < tuv and 0.5tuv/tesc otherwise). The best-
fitting parameter in this model is tesc = 21tcr ≈ 3.5tSF, where we have
used tSF = 6tcr, found for simulations with gas at solar metallicity
(see Paper I). This model works well for the Very compact clouds
and slightly underestimates 〈f MC

esc 〉 for massive Compact clouds by
a factor of !2. It also overestimates 〈f MC

esc 〉 for the Fiducial clouds
where the lifetime of the most massive star (∼3 Myr) is shorter than

Figure 13. Conversion from the R parameter to 〈f MC
esc 〉 , following equa-

tion (15).

several free-fall times and UV radiation is shut down before the gas
is expelled, resulting in 〈f MC

esc 〉 below 10 per cent.
The bottom panel of Fig. 12 shows the two-parameter model in

equation (14). This model resolves the discrepancy between the
model-predicted 〈f MC

esc 〉 and the simulation results from the massive
fiducial clouds. This model, similar to the one-parameter model,
slightly underestimates 〈f MC

esc 〉 from the massive Compact clouds.
We believe that part of the discrepancy is due to second-order effects
from weighting 〈f MC

esc 〉 over the stellar spectra of different mass stars.
As shown in Table 2, 〈f MC

esc 〉 at the Lyman edge from these clouds,
being significantly smaller, is closer to the model predictions. For
this model the best-fitting parameters are tin = 0.5tcr ≈ 0.08tSF and
tesc = 18tcr ≈ 3tSF. In both models, we find that at the end of the
star formation episode (at t = tSF) the value of the escape fraction
is fesc(t = tSF) ∼ 30 per cent (see equation 12), and this value
keeps increasing approximately linearly as a function of time after
that.

Hence, if we define R ≡ tuv/tSF, using the best-fitting parameters
for the two-parameters model, we can rewrite equation (14) as

〈f MC
esc 〉 =

{
1 − 1.58

R if R > 3.1,

0.167 (R−0.08)2

R if 0.08 ≤ R ≤ 3.1.
(15)

Equation (15) is shown in Fig. 13. Due to the non-linear term (R −
0.08)2/R, when R ! 1, 〈f MC

esc 〉 becomes very small and approaches
zero as R → 0.08. This is the limit when tuv = tin and all massive
stars have died by the time fesc(t) > 0. In this limit, our model
assumption fails and we need to consider longer lived (less massive)
stars. But for these cases we expect 〈f MC

esc 〉) 1 per cent. When R !
3 (or 〈f MC

esc 〉 < 50 per cent), 〈f MC
esc 〉 is roughly proportional to R:

〈f MC
esc 〉 ∼ 0.17R.
This equation can help us interpret the results on 〈f MC

esc 〉 for
simulations with gas at sub-solar metallicity. In Paper I, we found
that for gas metallicities <1/10 Z*, the duration of the star formation
in the cloud was reduced by roughly 1/2 (i.e. tSF = 3tcr). Hence, for
a given molecular cloud mass and compactness, we expect that R
is roughly twice the value found for solar metallicity, and 〈f MC

esc 〉 is
also roughly twice as large if 〈f MC

esc 〉 < 50 per cent. We also note that
lowering the metallicity reduces the SFE of the cloud, hence for a
given molecular cloud mass, the mass of the star cluster is reduced
and 〈f MC

esc 〉 increases with respect to the solar metallicity case. The
overall effect is a strong sensitivity of 〈f MC

esc 〉 on the gas metallicity
for two clusters of equal stellar mass.

Using the results in Paper I for a cloud at solar metallicity
we can write R as a function of the cloud’s parameters. For star
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