
THE ERA OF DATA: 
A STATUS CHECK

Neal Weiner
NYU



ERA OF DATA



WHAT WE SAID

•Data will come in from multiple sources (collider, cosmic ray, 
direct detection)
• Together they will inform us as to the nature of the weak scale 

+ dark matter
• By reinforcing each other, they will eliminate uncertainties and 

allow us to make definitive statements



SO WHAT HAPPENED SO FAR?



A HIGGS DISCOVERY?



WHAT ABOUT SUSY?
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Figure 4: Contours of mh in the MSSM as a function of a common stop mass mQ3 = mu3 = m
˜t

and the stop mixing parameter Xt, for tan � = 20. The red/blue bands show the result from
Suspect/FeynHiggs for mh in the range 124–126 GeV. The left panel shows contours of the fine-
tuning of the Higgs mass, �mh

, and we see that �mh
> 75(100) in order to achieve a Higgs mass

of 124 (126) GeV. The right panel shows contours of the lightest stop mass, which is always
heavier than 300 (500) GeV when the Higgs mass is 124 (126) GeV.

We now consider the degree of fine-tuning [5, 6, 7, 8, 9] necessary in the MSSM to accommo-

date a Higgs of 125 GeV. We have just seen that rather heavy stops are necessary in order to

boost the Higgs to 125 GeV using the loop correction. The (well-known) problem is that heavy

stops lead to large contributions to the quadratic term of the Higgs potential, �m2

Hu
,

�m2

Hu
= �3y2t

8⇡2

�
m2

Q3
+m2

u3
+ |At|2

�
ln

✓
⇤

m
˜t

◆
, (5)

where ⇤ is the messenger scale for supersymmetry breaking. If �m2

Hu
becomes too large the

parameters of the theory must be tuned against each other to achieve the correct scale of elec-

troweak symmetry breaking. We see from equation 5 that large stop mixing also comes with a

cost because At induces fine-tuning. At large tan �, Xt ⇡ At, and maximal mixing (|At|2 = 6m2

˜t
)

introduces the same amount of fine-tuning as doubling both stop masses in the unmixed case.

In order to quantify the fine-tuning [8], it is helpful to consider a single Higgs field with a

potential

V = m2

H |h|2 +
�h

4
|h|4. (6)
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NATURALNESS, SUSY AND 
THE HIGGS MASS



IT’S NOT A BUG IT’S A 
FEATURE
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SO WHAT DOES THIS TELL US 
ABOUT SUSY DM?
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m0 ! 0.8 TeV is favored so that we expect squark and slepton masses typically in the
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spectrum. In this case, we expect gluino pair production as the dominant sparticle creation

reaction at LHC. For m0 " 5 TeV, the superpotential parameter µ ! 2 TeV and mA !

0.8 TeV, greatly restricting neutralino annihilation mechanisms. These latter conclusions

are softened if m0 ∼ 10− 20 TeV or if one proceeds to the NUHM2 model. The standard
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NATURALNESS, SUSY, HIGGS MASS AND DARK 
MATTER



WHAT IS SUSY DM
• A singlet, a doublet and a triplet with some specific couplings



MAYBE IT’S NOT ALL THAT 
BAD



ELECTROWEAK ONLY



ELECTROWEAK ONLY
Direct Production at LHC

ML and N. Weiner [1112.4834] 
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Figure 2: Observed and expected 95% CL limit contours for chargino and neutralino production in the

pMSSM (upper) and simplified model (lower) scenarios. For the simplified models, the 95% CL upper

limit on the production cross-section is also shown. Interpolation is used to account for the discreteness

of the signal grids.
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WHAT DOES THE LHC TELL 
US SO FAR

• If DM has colored partners, they are either pretty close or 
very far in mass from the WIMP

• Cascades do not produce a lot of leptons (if through colored 
initial states)





DIRECT DETECTION AND A 
CONVENTIONAL WIMP

5

for moderate variations in the definition of any of the data
quality cuts. These events were observed on January 23,
February 12, and June 3, at 30.2 keVnr, 34.6 keVnr, and
12.1 keVnr, respectively. The event distribution in the
TPC is shown in Fig. 4. Given the background expecta-
tion of (1.8±0.6) events, the observation of 3 events does
not constitute evidence for dark matter, as the chance
probability of the corresponding Poisson process to re-
sult in 3 or more events is 28%.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method tak-
ing into account all relevant systematic uncertainties, is shown
as the thick (blue) line together with the expected sensitivity
of this run (yellow/green band). The limits from XENON100
(2010) [7], EDELWEISS (2011) [6], CDMS (2009) [5] (re-
calculated with vesc = 544 km/s, v0 = 220 km/s), CDMS
(2011) [19] and XENON10 (2011) [20] are also shown. Ex-
pectations from CMSSM are indicated at 68% and 95% CL
(shaded gray [21], gray contour [22]), as well as the 90% CL ar-
eas favored by CoGeNT [23] and DAMA (no channeling) [24].

The statistical analysis using the Profile Likelihood
method [17] does not yield a significant signal excess ei-
ther, the p-value of the background-only hypothesis is
31%. A limit on the spin-independent WIMP-nucleon
elastic scattering cross-section � is calculated where
WIMPs are assumed to be distributed in an isothermal
halo with v0 = 220 km/s, Galactic escape velocity vesc =
(544+64

�46) km/s, and a density of ⇢� = 0.3GeV/cm3. The
S1 energy resolution, governed by Poisson fluctuations of
the PE generation in the PMTs, is taken into account.
Uncertainties in the energy scale as indicated in Fig. 1,
in the background expectation and in vesc are profiled
out and incorporated into the limit. The resulting 90%
confidence level (CL) limit is shown in Fig. 5 and has
a minimum � = 7.0 ⇥ 10�45 cm2 at a WIMP mass of
m� = 50GeV/c2. The impact of Le↵ data below 3 keVnr

is negligible at m� = 10GeV/c2. The sensitivity is the
expected limit in absence of a signal above background
and is also shown in Fig. 5. Due to the presence of
two events around 30 keVnr, the limit at higher m� is

weaker than expected. Within the systematic di↵erences
of the methods, this limit is consistent with the one from
the optimum interval analysis, which calculates the limit
based only on events in the WIMP search region. Its
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, is 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-
plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [21]. Moreover, the new result challenges
the interpretation of the DAMA [24] and CoGeNT [23]
results as being due to light mass WIMPs.
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THE TWO CROSS SECTIONS 
TO THINK ABOUT
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DIRECT DETECTION AND A 
CONVENTIONAL WIMP
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for moderate variations in the definition of any of the data
quality cuts. These events were observed on January 23,
February 12, and June 3, at 30.2 keVnr, 34.6 keVnr, and
12.1 keVnr, respectively. The event distribution in the
TPC is shown in Fig. 4. Given the background expecta-
tion of (1.8±0.6) events, the observation of 3 events does
not constitute evidence for dark matter, as the chance
probability of the corresponding Poisson process to re-
sult in 3 or more events is 28%.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method tak-
ing into account all relevant systematic uncertainties, is shown
as the thick (blue) line together with the expected sensitivity
of this run (yellow/green band). The limits from XENON100
(2010) [7], EDELWEISS (2011) [6], CDMS (2009) [5] (re-
calculated with vesc = 544 km/s, v0 = 220 km/s), CDMS
(2011) [19] and XENON10 (2011) [20] are also shown. Ex-
pectations from CMSSM are indicated at 68% and 95% CL
(shaded gray [21], gray contour [22]), as well as the 90% CL ar-
eas favored by CoGeNT [23] and DAMA (no channeling) [24].

The statistical analysis using the Profile Likelihood
method [17] does not yield a significant signal excess ei-
ther, the p-value of the background-only hypothesis is
31%. A limit on the spin-independent WIMP-nucleon
elastic scattering cross-section � is calculated where
WIMPs are assumed to be distributed in an isothermal
halo with v0 = 220 km/s, Galactic escape velocity vesc =
(544+64

�46) km/s, and a density of ⇢� = 0.3GeV/cm3. The
S1 energy resolution, governed by Poisson fluctuations of
the PE generation in the PMTs, is taken into account.
Uncertainties in the energy scale as indicated in Fig. 1,
in the background expectation and in vesc are profiled
out and incorporated into the limit. The resulting 90%
confidence level (CL) limit is shown in Fig. 5 and has
a minimum � = 7.0 ⇥ 10�45 cm2 at a WIMP mass of
m� = 50GeV/c2. The impact of Le↵ data below 3 keVnr

is negligible at m� = 10GeV/c2. The sensitivity is the
expected limit in absence of a signal above background
and is also shown in Fig. 5. Due to the presence of
two events around 30 keVnr, the limit at higher m� is

weaker than expected. Within the systematic di↵erences
of the methods, this limit is consistent with the one from
the optimum interval analysis, which calculates the limit
based only on events in the WIMP search region. Its
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, is 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-
plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [21]. Moreover, the new result challenges
the interpretation of the DAMA [24] and CoGeNT [23]
results as being due to light mass WIMPs.
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DIRECT DETECTION AND 
SUSY DM

Figure 9: Left panel: Direct detection cross section vs. dark matter particle mass, for
gaugino-like neutralino. Red, green and cyan points correspond to EWSB fine-tuning in the
intervals (0, 10); [10, 100); and[100, 1000], respectively. Right panel: Same, including only
points with �

acc

 5. Current and projected XENON bounds are superimposed (notation
as in Fig. 2).

these parameters, in order to identify correlations between the direct detection cross sections
and other quantities of physical importance. The following simple picture emerges from our
analysis:

• If the LSP is a generic mixture of Higgsino and gauginos with order-one admixture
of each component, the direct detection cross section is always above 2 ⇥ 10�44 cm2.
Such models are already severely constrained: for example, essentially all models with
a Higgsino fraction between 0.2 and 0.8 are ruled out by XENON100.

• Lowering direct detection cross section below the 10�44 cm2 level requires that the
LSP be either pure gaugino (bino or wino), or pure Higgsino. In both cases, smaller
cross sections correlate with higher purity (i.e., smaller admixture of the subdominant
components) of the LSP.

• If the LSP is a gaugino, smaller direct detection cross sections correlate with stronger
fine-tuning in the electroweak symmetry breaking sector, since they require higher
values of the µ parameter. The current XENON100 bound already implies non-trivial
fine-tuning, albeit rather mild at this point: for example, 1 part in 10 or worse tuning
is required if the LSP mass is above 70 GeV. Future experiments could put stronger
stress on the model: for example, if no signal is seen at the proposed XENON100
upgrade, fine-tuning of 1% or worse would be required for LSP mass above 100 GeV.
This would present a new “little hierarchy problem” for the MSSM (at least if the idea
that the neutralino makes up all of the dark matter is taken seriously).
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LSP DARK MATTER

• If you tune your initial conditions (e.g. CMSSM) LSP WIMPs 
are often tuned

• If you give up on preconceived notions of unified soft breaking 
parameters (“chaotic SUSY”), LSP dark matter is pretty easy

•Direct detection is cutting into standard WIMP parameter 
space

• Finely tuned WIMPs can survive... a long time



IMPLICATIONS FOR SUSY 
SPECTRA
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Figure 2: Prediction for the Higgs mass mh at two loops in High-Scale Supersymmetry (left

panel) and Split Supersymmetry (right panel) as a function of the supersymmetry breaking scale

m̃ and tan � for the central values of ↵3 and mt. In the case of Split Supersymmetry we have

chosen the light sparticle spectrum of eq. (28); in the case of High Scale Supersymmetry we

assumed maximal stop mixing. Excluded values mh < 115GeV and mh > 128GeV are shaded

in gray; the favorite range 124GeV < mh < 126GeV is shaded in green.

eq. (28), and computed the thresholds at the high scale assuming degenerate sparticles at the

scale m̃ and (in the case of High Scale Supersymmetry) maximal stop mixing.

Next we want to study the uncertainty in the Higgs mass prediction due to the errors in

mt and ↵3. In fig. 3 we show the allowed ranges for mh as functions of m̃, taking into account

experimental uncertainties: the boundaries at tan� = 1 and at large tan � are computed

varying ↵3 (black bands) and mt (colored bands) by ±1�. The largest uncertainty comes from

the measurement of mt and corresponds to a 1-� error in mh of about 1–1.5 GeV, depending

on m̃ and tan �. We assume maximal stop mixing in the case of High Scale Supersymmetry

at large tan �, and zero stop mixing otherwise. Of course, the unknown sparticle mass spectra

provide extra uncontrollable uncertainties.

Finally we study the e↵ect of the couplings needed to generate neutrino masses. We assume

type-I see-saw and fix the largest right-handed neutrino Yukawa coupling to its “minimal”

value, g⌫ =
p
matmM/v, where M is the right-handed neutrino mass and matm ⇡ 0.06 eV is

the light neutrino mass renormalized at M . Taking into account its RGE e↵ects at two loops,

we find that, for m̃ > M , the predicted Higgs mass in High-Scale Supersymmetry increases as

shown in fig. 4. The e↵ect is roughly equivalent to the following correction to the high-energy

11
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JUST GO WITH IT



A SIMPLE, UNNATURAL 
SCENARIO

• So SUSY looks tuned

• 1%, .1%, something

• So maybe we just embrace that

•Q: What is the nicest scenario modulo this?



A SIMPLE, UNNATURAL 
SCENARIO

• Usual approach to SUSY breaking

X is a pure singlet!



A SIMPLE, UNNATURAL 
SCENARIO

• Anomaly mediated SUSY breaking

Separation of ~ 100 between scalars and inos

so what sets the scale?



DARK MATTER

• The LSP generically (but not exclusively) the Wino

• To be DM or not overclose the universe mW<2.5 TeV



THE SPECTRUM

There are a lot of nice 
things about this spectrum
1) b-tau unification works 

nicely
2) flavor becomes a non-

issue for SUSY
3) it’s consistent with our 
non-observation of SUSY 

so far



THE SPECTRUM

But this spectrum will 
not be discovered at 

the LHC



THE SPECTRUM

Are we hosed?



A NIGHTMARE SCENARIO?
•Direct detection: Triplet (Wino) has no coupling to Z, no tree 

level coupling to Higgs

Nojiri et al; Cirelli + Strumia



A CONFUSION?

SpN, S0

SpNlat, Sslat

100 120 140 160 180 200
10-49

10-48

10-47

10-46

mhHGeVL

s
Hcm

2 L

Figure 3: Cross section for low-velocity scattering on a nucleon for a heavy real scalar in the
isospin J = 1 representation of SU(2). The dark shaded region represents the 1� uncertainty
from perturbative QCD, estimated by varying factorization scales. The light shaded region
represents the 1� uncertainty from hadronic inputs.

including contributions to �/g through O(↵4
s) and �m through O(↵3

s). The residual µ0 scale
variation is insignificant compared to other uncertainties. We perform the RG running and
heavy quark matching from µt to µc at NLO. Hadronic input uncertainties from each source
in Table 1 and Table 2 are added in quadrature. We have ignored power corrections appearing
at relative order ↵s(mc)⇤2

QCD/m
2
c ; typical numerical prefactors appearing in the coe�cients of

the corresponding power-suppressed operators [18] suggest that these e↵ects are small.
Due to a partial cancellation between spin-0 and spin-2 matrix elements, the total cross

section and the fractional error depend sensitively on subleading perturbative corrections and
on the Higgs mass parameter mh. We find

�p(mh = 120GeV) = 0.7±0.1+0.9
�0.3⇥10�47cm2 , �p(mh = 140GeV) = 2.4±0.2+1.5

�0.6⇥10�47cm2 ,
(33)

where the first error is from hadronic inputs, assuming ⌃lat
s and ⌃lat

⇡N from Table 1, and the
second error represents the e↵ect of neglected higher order perturbative QCD corrections. For
the illustrative value mh = 120GeV, and as a function of the scalar strange-quark matrix
element ⌃s, we display the separate contributions of each of the quark and gluon operators in
Fig. 4.

7 Summary

We have presented the e↵ective theory for heavy, weakly interacting dark matter candidates
charged under electroweak SU(2). Having determined the general form of the e↵ective la-
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Figure 2: One loop DM/quark scattering for fermionic MDM with Y = 0 (two extra graphs
involving the four particle vertex exist in the case of scalar MDM).

As discussed in Sec.2, MDM candidates with Y = 0 have vanishing DMN direct detection
cross sections at tree level (see eq. (17)). The scattering on nuclei N proceeds therefore at one-
loop, via the diagrams in fig. 2 that involve one of the charged components X± of the multiplets.
An explicit computation of these one-loop diagrams is needed to understand qualitatively and
quantitatively the resulting cross section. Non-relativistic MDM/quark interactions of fermionic
X with mass M � MW � mq are described by the e↵ective on-shell Lagrangian

L W
e↵ = (n2� (1±2Y )2)

⇡↵2
2

16MW

X

q

✓
1

M2
W

+
1

m2
h

◆
[X̄X ]mq[q̄q]� 2

3M
[X̄�µ�5X ][q̄�µ�5q]

�
(15)

where the + (�) sign holds for down-type (up-type) quarks q = {u, d, s, c, b, t}, mh is the Higgs
mass and mq are the quark masses. The first operator gives dominant spin-independent e↵ects
and is not suppressed by M ; the second operator is suppressed by one power of M and gives
spin-dependent e↵ects. Parameterizing the nucleonic matrix element as

hN |
X

q

mq q̄q|Ni ⌘ fmN (16)

where mN is the nucleon mass, the spin-independent DM cross section on a target nucleus N
with mass MN is given by

�SI(DMN ! DMN ) = (n2 � 1)2⇡↵4
2M

4
Nf 2

64M2
W

✓
1

M2
W

+
1

m2
h

◆2

. (17)

The case of scalar X is not much di↵erent: the M -independent contribution to �SI is equal to
the fermionic result of eq. (17) but there is no spin-dependent e↵ect.

Assuming mh = 115 GeV and f ⇡ 1/3 (QCD uncertainties induce a one order of magnitude
indetermination on �SI

2) we find therefore for the fermionic MDM 5-plet

�SI = 1.2 · 10�44 cm2. (18)

As usual [1, 14, 15], �SI is defined to be the cross section per nucleon. The prediction is a
definite number (as opposed to the large areas in the plane M/� that is covered by typical
supersymmetric constuctions by varying the model parameters) and Fig. 3 shows that this
value is within or very close to the sensitivities of experiments currently under study, such
as Super-CDMS and Xenon 1-ton [16]. The annual modulation e↵ect of the DAMA/Libra
experiment [13] cannot be explained by MDM candidates, since they have too large masses and
too small cross sections with respect to the properties of a WIMP compatible with the e↵ect.

2More precisely, one needs to consider the e↵ective Lagrangian for o↵-shell quarks, finding various operators
that become equivalent only on-shell. Their nucleon matrix elements can di↵er; we ignore this issue because
presently it is within the QCD errors.
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Figure 3: Parameter space of the spin-independent cross section per nucleon: the
MDM 5-plet is represented by the green dot. The predictions is univocal (having assumed that
the matrix element f = 1/3 and 115 GeV as a value for the higgs mass), while typical minimal
SUSY models span a large portion of the parameter space, suggested here by the area with dotted
contours. The dashed lines indicate the sensitivity of some future experiments [16]. Other non-
minimal candidates, discussed in Appendix B, are reported for completeness: the fermionic
3-plet and the fermion and scalar doublet.

5 Indirect Detection signatures

Indirect searches are one of the most promising ways to detect Dark Matter. DM particles in
the galactic halo are expected to annihilate and produce fluxes of cosmic rays that propagate
through the galaxy and reach the Earth. Their energy spectra carry important information on
the nature of the DM particle (mass and primary annihilation channels). Many experiments are
searching for signatures of DM annihilations in the fluxes of � rays, positrons and antiprotons
and there has been recently a flurry of experimental results in this respect:

• data from the PAMELA satellite show a steep increase in the energy spectrum of the
positron fraction e+/(e++e�) above 10 GeV up to 100 GeV [17], compatibly with previous
less certain hints from HEAT [18] and AMS-01 [19];

• data from the PAMELA also show no excess in the p̄/p energy spectrum [20] compared
with the predicted background;

• the balloon experiments ATIC-2 [21] and PPB-BETS [22] report the presence of a peak
in the e+ + e� energy spectrum at around 500-800 GeV;

• the HESS telescope has also reported the measurement [23] of the e++e� energy spectrum
above energies of 600 GeV up to a few TeV: the data points show a steepening of the
spectrum which is compatible both with the ATIC peak (which cannot however be fully
tested) and with a power law with index �3.05± 0.02 and a cuto↵ at ⇡2 TeV.

10
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A NIGHTMARE SCENARIO?

LUX Experiment / Rick Gaitskell / Brown University 40

Projections based on

Known background levels 

Previously obtained e- attenuation 
lengths and discrimination factors

Fiducial volumes selected to 
match < 1 NR event in full 
exposure

LZ Program - WIMP Sensitivity

LUX (constr: 2008-2009, ops: 2010-2011)
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FIG. 2: The same set of MSSM and mSUGRA models as in Fig. 1, this time plotted as the annihilation cross section (divided
by m2

�) versus the neutralino mass. Also shown are the projected limits from the gamma-ray experiments discussed in more
detail in the text.

of the potential of such an instrument, we will assume in
the following, for definiteness, a threshold of 10 GeV, an
e↵ective area 10 times the one of CTA and 5000 h ob-
servation time. Of course, these values should just taken
to be indications of what the final design could look like,
the details having to be worked out in more dedicated fu-
ture studies. In Tab. II, we indicate how the performance
details of DMA compare to those of CTA and Fermi.

To summarize, Fig. 2 shows the reach of the gamma-
ray experiments discussed here in the plane h�vi/m2

�

vs.
the dark matter mass m

�

, the first quantity being di-
rectly proportional to the expected signal as given in
Eq. (1). One can clearly see that while CTA would be
able to assess a considerably larger class of models than
Fermi, the reach of DMA would extend even much further
into the underlying parameter space, illustrating nicely
the potential of using a dedicated approach to indirect
searches as proposed here.

In passing, we note that the contribution from IB is,
indeed, quite important to take into account in this type
of studies – especially since it dominates the annihilation
signal at high energies where ACTs are most sensitive. To
illustrate this point, let us consider the ratio of expected
signal and CTA sensitivity, which is of direct relevance for
signal-dominated searches like in the case of dwarf galax-
ies. In Fig. 3, we plot the enhancement of this quantity
that is obtained by including IB e↵ects as opposed to
taking into account secondary and line photons only. As
can be seen, the e↵ect is most important for mSUGRA
models in the bulk and stau coannihilation region, but it
is certainly not negligible also at TeV neutralino masses
like in the focus point/hyperbolic branch region. In fact,
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FIG. 3: This figure shows how much the detectability of a
given model, defined here as the largest ratio of annihilation
signal to CTA sensitivity, for all energy bins, is enhanced by
including IB contributions.

the chance to detect a given model is increased by up
to an order of magnitude, in agreement with what was
found in [24, 59]. We take the opportunity to comment
that while this is an important e↵ect, the spectral sig-



MEASURING A MASS WITH 
DIRECT DETECTION

• Can we set the scale for the next collider with a WIMP 
search?



DIRECT DETECTION 
UNCERTAINTIES

10

FIG. 2: The modulated fraction of events as a function of δ (in keV) for mχ = 100 GeV.

forward. (For 30% modulation, we would expect roughly half of the events in the 14.5 keV

- 45 keV range to be genuine WIMP scatters.) Since we are sampling high velocity WIMPs,

it is clear that a careful treatment of the escape velocity is important.

How we treat the velocity distribution is also important in determining the region allowed

by both DAMA and CDMS. In fact, because the limits from CDMS are so strong, consistency

with DAMA usually requires higher δ as well, where there are few or no particles in the halo

capable of scattering at CDMS. As an heuristic tool, we show in figure 3 the values of δ

and mχ where there simply are no particles in the halo capable of scattering at CDMS for

different values of the galactic escape velocity. To the right of these lines, CDMS has no

sensitivity, and in the neighborhood of these lines, the CDMS sensitivity is highly suppressed.

These are the principal effects that reduce the sensitivity of CDMS versus DAMA, and allow

consistency between the experiments.

V. RATES, BENCHMARK POINTS AND SPECTRA

To calculate the rates, we employ the standard techniques for nuclear recoils [14, 15].

The event rate at a given experiment is given by

dR

dER
= NT MN

ρχσn

2mχµ2
ne

(fpZ + fn(A − Z))2

f 2
n

F 2[ER]

∫ ∞

βmin

f(v)

v
dv. (6)

Here MN is the nucleus mass, NT is the number of target nuclei in the detector, ρχ =

0.3 GeV/cm3 is the WIMP density, µne is the reduced mass of the WIMP-nucleon system,

F 2[ER] is the nuclear form factor, and f(v) is the halo velocity distribution function. We

choose to normalize our results for fn = fp = 1.

particle physics
PP: Type of interaction, mediator

nuclear physics

NP: Form factor - when de Broglie wavelength of interaction is 
comparable to nuclear size - resolve that it is not a point particle 
(q2~ 2 MNER => ER~ 100 keV) (Duda, Gondolo+Kemper 0608035)

astrophysics

AP: How many particles are there at a given velocity in the Earth 
frame

• The only relevance of WIMP mass in DD exps is the reduced 
mass



COULD WE MEASURE THE 
MASS

• Hard. Very, very hard.



“STANDARD” SUSY

• The absence of spartners and the high Higgs mass may be 
telling us something:

• A “chaotic” SUSY model can easily have LSPs at low masses

• A “decoupled color” model can have electroweakinos at a light 
scale

• A “natural” unnatural SUSY model still have gauginos at the 
TeV scale, and be discoverable



BROADENING THE SCOPE



• A singlet, a doublet and a triplet with some specific couplings

WHAT SUSY DOES FOR YOU



WHAT SUSY DOES FOR YOU

• Baryon and lepton number violation operators

• Hence, a parity that we invoke by hand



NEW STATES AT THE WEAK SCALE



THE NMSSM AND DARK 
MATTER
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Figure 6: Contours of mh = 125 GeV in the NMSSM, taking mQ3 = mu3 = mt̃ and varying
tan � = 2, 5, 10 from left to right, and varying ⇥ within each plot. We add the tree-level Higgs
mass (with NMSSM parameters chosen to maximize it) to the two-loop stop contribution from
Suspect. The tree-level Higgs mass is largest at lower values of tan � and larger values of ⇥,
where only modestly heavy stops, mt̃ ⇥ 300 GeV, are needed to raise the Higgs to 125 GeV.
Heavy stops are still required for lower values of ⇥ and larger values of tan �.

to many studies of the NMSSM which focus on the scenario with no dimensionful terms in the

superpotential. We define the parameter µ = µ̂ + ⇥ ⌅S⇧, which acts as the e�ective µ-term and

sets the mass of the charged Higgsino.

We also include the following soft supersymmetry breaking terms,

Vsoft ⇤ m2
Hu

|Hu|2 +m2
Hd
|Hd|2 +m2

S|S|2 + (BµHuHd + ⇥A� SHuHd + h.c.) . (9)

For simplicity, we have not included the trilinear interaction S3 in the superpotential or scalar

potential because we do not expect its presence to qualitatively change our results. We neglect

CP phases in this work and take all parameters in equations 8 and 9 to be real.

In this section, we focus on the scenario where the lightest CP-even scalar is mostly doublet,

with doublet-singlet mixing not too large. The lightest CP-even scalar mass that results from

the above potential is bounded from above at tree-level [14],

(mh
2)tree � m2

Z cos2 2� + ⇥2v2 sin2 2�. (10)

Since we take the lightest scalar to be dominantly doublet, this is a bound on the Higgs mass.1

The first term is the upper bound in the MSSM, while the second term is the contribution

from the interaction involving the singlet. The above bound is saturated when the singlet is

integrated out with a large supersymmetry breaking mass, m2
S > M2

S [19], which, in practice,

1It is also interesting to consider the case where the lightest eigenstate is dominantly singlet. Then, singlet-
doublet mixing can increase the mass of the dominantly doublet eigenstate [29].

10

Stop Mass requirements may be relaxed in the NMSSM

W = �SHuHd

�m2
h / �2v2 sin2 2�

At low values of tan� and large values

of � singlet e↵ects are relevant.

Reduced fine tuning can be obtained at the

cost of accepting the additional singlet.

Mixing between CP-even states may be a↵ected too.

Hall, Pinner, Ruderman’11

Ellwanger ’11

“More natural”

Wednesday, May 2, 2012

Hall, Pinner, 
Ruderman 

’11



A complete standard model singlet?

tadpoles? domain walls? 

THE NMSSM



Yukawa couplings run weak at low energies

THE NMSSM

But gauge interactions keep it from 
running too small



Yukawa couplings run weak at low energies

THE NMSSM

If only the gauge 
coupling were larger!



REEXAMINING NMSSM

• quartic is (hu hd)^2

•must be at small tan beta                                                     
=> hd has no large couplings

• why are we trying to identify that thing with hd ?                             
=> because it’s there

•Why not think of it as something totally different?



A SISTER HIGGS

• proposal: hd is not hd, it is something else

• ie S Hu Σd

• Σd has no direct couplings to any fermions, 

• “sister Higgs”: Higgs that participates in EWSB but without 
tree level renormalizeable couplings to SM fermions 



D. Alves, P. Fox, NW in progress



WHY A SISTER HIGGS



WHY A SISTER HIGGS



THE HIGGS MASS WITH A 
SISTER
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DM WITH A SISTER



SISTER HIGGS

• Sister Gauge group may be broken to contain a residual U(1)

• Lightest Sister Particle is then stable

• => ‘ino like DM but not in cascades



THE ERA OF DATA (1)
• The lack of MET signals may tell us

• SUSY is heavy

• SUSY is squeezed

• SUSY is hidden (e.g., RPV)

•None of these things tell us that there is no SUSY DM

• The lack of a (conventional) DD signal has begun constraining 
Higgs portal models



THE REAL SIGNIFICANCE OF 
THE ERA OF DATA



ANOMALIES AND ANOMALIES
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The se-
lection efficiencies have been applied to the background es-
timates for direct comparison with the observed rate, which
does not include a correction for the nuclear-recoil acceptance.
The inset shows the measured nuclear-recoil acceptance effi-
ciency, averaged over all detectors.

all selection cuts is shown in Fig. 1. Although the shape
of the observed spectrum is consistent with a WIMP sig-
nal, we expect that a significant number of the candidates
are due to unrejected electron recoils. Figure 2 shows
the distribution of candidates in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Several populations of
events which can leak into the signal region at low energy
are apparent. For each population described below, we
measure the rate and energy spectrum in sidebands where
the contribution from low-mass WIMPs would be negligi-
ble, and extrapolate the observed spectrum to lower ener-
gies to estimate the leakage. The systematic errors intro-
duced by these extrapolations are potentially large and
are difficult to quantify. However, as shown in Fig. 1 and
discussed below, these simple extrapolations can plausi-
bly explain all the observed candidates.

Events with ionization energies consistent with noise
are seen below the nuclear-recoil band. Most or all
of these “zero-charge” events arise from electron recoils
near the edge of the detector, where the charge carri-
ers can be completely collected on the cylindrical wall
rather than on the readout electrodes. At recoil energies
!10 keV, these events can be rejected using a phonon-
based fiducial-volume cut. At lower energies, reconstruc-
tion of the event radius using phonon information is un-
reliable. To maintain acceptance of low-energy nuclear
recoils, some zero-charge events are not rejected at ener-
gies "5 keV where the ionization signal for nuclear recoils
becomes comparable to noise. By extrapolating the expo-
nential spectrum observed for zero-charge events above
5 keV, we estimate that they contribute ∼50% of the
candidate events.
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FIG. 2. (color online). Events in the ionization-yield
versus recoil-energy plane for T1Z5. Events within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events outside these bands (small, dark
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. Events from the 252Cf calibration data
are also shown (small, light dots). The recoil-energy scale as-
sumes the ionization signal is consistent with a nuclear recoil,
causing electron recoils to be shifted to higher recoil energies
and lower yields.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated just above the nuclear-recoil
band, with an increased fraction leaking into the sig-
nal region at low energies. For recoil energies !10 keV,
nearly all such surface events can be rejected [12] be-
cause they have faster-rising phonon pulses than nuclear
recoils in the bulk of the detector. This analysis does
not use phonon timing to reject these events since the
signal-to-noise is too low for this method to be effective
for recoil energies "5 keV. Extrapolating the exponen-
tial spectrum of surface events identified above 10 keV
implies that ∼15% of the candidates are surface electron
recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that ∼10% of the observed candidates arise
from leakage of this background into the signal region.
Just above threshold, there is an additional contribution
to the constant electron-recoil spectrum from the 1.3 keV
line, which leaks above the 2 keV analysis threshold since
our recoil-energy estimate assumes the ionization signal
is consistent with a nuclear recoil. The measured in-
tensity of this line at ionization yields above the signal
region indicates that the 1.3 keV line accounts for ∼10%
of the observed candidates. T1Z5 has less expected leak-
age from these fully-collected electron-recoil backgrounds
than the average detector since it has the best ionization
resolution.

3

in the most conservative exclusion limits based on avail-
able data and theoretical considerations, and is consis-
tent with our neutron calibration data [32]. However,
it is in tension with the measurements of Ref. [18] be-
low ⇠ 7 keV. As discussed in [35], the rising measured
Q

y

values in this regime could be influenced by trigger
threshold bias.
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Eq. 1, k = 0.166
Eq. 1, k = 0.110
[32], E

d

= 0.73 kV/cm
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FIG. 2. The electron yield Qy of liquid xenon for nuclear re-
coils. Theoretical curves (solid and dashed) were calculated
following [28], as described in the text. Also showing mea-
surements from [18] (F), [31] (# and ⌅, uncertainty omitted
for clarity), and [32] (dash-dot curve, with ±1� contours).

We report results from a 12.5 live day exposure of the
XENON10 detector, obtained between August 23 and
September 14, 2006. This data set is distinct from the
previously reported [15–17] dark matter search data. The
di↵erence is that the present data was obtained with the
S2-sensitive trigger threshold set at the level of a single
electron.

Event selection criteria, which are summarized in Ta-
ble I, were applied as follows. A radial position r < 3 cm
was required. This central region features optimal self-
shielding by the surrounding xenon target. Discrimina-
tion of events with excessive single electron S2 noise was
obtained with a signal-to-noise cut, that required the pri-
mary pulse to represent at least 0.45 of the total area
of the event record. The energy dependence of this cut
rises monotonically from 0.94 to > 0.99 between 1.4 keV
and 10 keV. Valid single scatter events were required to
have only a single S2 pulse of size > 4 electrons. Events
in which an S1 signal was found were required to have
log10(S2/S1) within the ±3� band for elastic single scat-
ter nuclear recoils. This band was determined from the
neutron calibration data, and has been reported in a pre-
vious article [15]. Events in which no S1 signal was found
were assumed to be low-energy nuclear recoil candidates
and were retained.

TABLE I. Summary of cuts applied to 15 kg-days of dark
matter search data, corresponding acceptance for nuclear re-
coils "c and number of events remaining in the range 1.4 <
Enr  10 keV.

Cut description "c Nevts

1. event localization r < 3 cm 1.00a 125

2. signal-to-noise > 0.94 57

3. single scatter (single S2) > 0.99 37

4. ±3� nuclear recoil band > 0.99 22

5. edge (in z) event rejection 0.41b 7
a limits e↵ective target mass to 1.2 kg
b di↵erential acceptance shown in Fig. 1
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FIG. 3. (left panel) All candidate dark matter events re-
maining (⇥ and #) after the first four cuts listed in Table
I. The fifth cut is indicated by the shaded region. Events in
which an S1 was found are shown as #. The corresponding
number of electrons in the S2 signal is indicated by the inset
scale. (right panel) S2 pulse width distributions for single
scatter nuclear recoils in the top, middle and bottom third of
the detector.

The remaining events in the lowest-energy region are
shown in Fig. 3 versus their S2 pulse width �

e

. The
equivalent number of electrons is indicated by the inset
scale. A large background population of single electron
events is observed. The exact origin of this population
is uncertain, although it has been conjectured to arise
from photon scattering on impurities in the xenon [36].
Events in which an S1 signal was observed are indicated
by a circle.

We use �

e

to discriminate events in the center of the
active target from those near the top or bottom. The
right panel of Fig. 3 shows the width profiles of nuclear
recoils with known �t for three populations, defined on
the intervals 0 < z  5 cm, 5 < z  10 cm and 10 <

z  15 cm. Gaussian fits are shown to guide the eye.
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threshold in the active LXe veto, the overall prediction
is (0.31+0.22

�0.11) single scatter NRs in the 100.9 days data
sample before a S2/S1-cut, in the energy region of in-
terest and 48 kg fiducial mass, of which (0.11+0.08

�0.04) are
expected in the benchmark WIMP search region.
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FIG. 3: Observed event distribution using the discrimina-
tion parameter log10(S2b/S1), flattened by subtracting the
ER band mean, as a function of NR equivalent energy (keVnr).
All quality cuts, including those defined after unblinding, are
used. Gray points indicate the NR distribution as measured
with an 241AmBe neutron source. The WIMP search region is
defined by the energy window 8.4�44.6 keVnr (4�30PE) and
the lower bound of the software threshold S2 > 300PE (blue
dashed). The optimum interval analysis additionally uses the
99.75% rejection line from above and the 3� contour of the
NR distribution from below (green dotted). Three events fall
into this WIMP search region (red circles), with (1.8 ± 0.6)
events expected from background.

The normalized ER band, obtained by subtracting its
mean as inferred from 60Co calibration data, is well
described by a Gaussian distribution in log10(S2b/S1)
space. Gaussian leakage, dominated by the 85Kr back-
ground, is predicted from the number of background
events outside the blinded WIMP search region, taking
into account the blinding cut e�ciency and the ER re-
jection level. It is (1.14± 0.48) events in the benchmark
WIMP search region, where the error is dominated by the
statistical uncertainty in the definition of the discrimina-
tion line. Non-Gaussian (anomalous) leakage can be due
to double-scatter gamma events with one interaction in a
charge insensitive region, e.g. below the cathode, and one
in the active target volume. Such events have a lower ef-
fective S2/S1 ratio, since only one interaction contributes
to the S2, but both to the S1. Their contribution has
been estimated using 60Co calibration data, taking into
account the di↵erent exposure compared to background
data, and accounting for the fact that the background of
this data set is dominated by 85Kr which �-decays and
does not contribute to such event topologies. The spatial
distribution of leakage events for background and calibra-
tion data is similar within 10%. This is verified by Monte

Carlo simulations and by data, selecting potential leak-
age candidates by their S1 PMT hit pattern. Anomalous
leakage is estimated to give (0.56+0.21

�0.27) events, where the
uncertainty takes into account the di↵erence in the back-
ground and calibration distributions, and that the leak-
age might be overestimated because of the uncertainty
in the 85Kr concentration. In summary, the total back-
ground prediction in the WIMP search region for 99.75%
ER rejection, 100.9 days of exposure and 48 kg fiducial
mass is (1.8± 0.6) events. This expectation was verified
by unblinding the high energy sideband from 30�130PE
before unblinding the WIMP search region. The Pro-
file Likelihood analysis employs the same data and back-
ground assumptions to obtain the prediction for Gaus-
sian, non-Gaussian and neutron background for every
point in the log10(S2b/S1) parameter space.
After unblinding the pre-defined WIMP search region,

a population of events was observed that passed the S1
coincidence requirement only because of correlated elec-
tronic noise that is picked up from an external 100 kHz
source, as verified by inspection of the digitized PMT sig-
nals. These events are mostly found below the S1 analysis
threshold, with 3 events from this population leaking into
the WIMP search region close to the 4 PE lower bound.
This population can be identified and rejected with a cut
on the S1 PMT coincidence level, that takes into account
correlated pick-up noise, and by cutting on the width
of the S1 candidate. These post-unblinding cuts have a
combined acceptance of 99.75% for NRs while removing
the entire population of noise events.
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FIG. 4: Distribution of all events (gray dots) and events be-
low the 99.75% rejection line (black dots) in the TPC observed
in the 8.4 � 44.6 keVnr energy range during 100.9 live days.
All cuts are used here, including the ones introduced post-
unblinding to remove a population due to electronic noise.
The 48 kg fiducial volume (dashed, blue) and the TPC di-
mensions (gray) are also indicated.

With these additional cuts, 3 events pass all quality cri-
teria for single-scatter NRs and fall in the WIMP search
region, see Fig. 3. This observation remains unchanged
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Results: Nuclear Recoil Singles  
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•   No significant evidence for annual modulation  

•   In the energy range [5, 11.9] keVnr, all modulated rate with amplitudes  
   greater than 0.07 [keVnr  kg day]-1  are ruled out with a  99% confidence. 

   Annual modulation signal of CDMS and CoGeNT 
     are incompatible at  >95% C.L. (preliminary) for the 
     full energy  range (if  CoGeNT signal originates in a  
     nuclear-recoil population) 
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FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. However, a mχ∼7 GeV/c2,
σSI ∼ 10−4pb WIMP is compatible with the irreducible
spectra from both CoGeNT (Fig. 1) and CDMS ([16],
Fig. 8 in [27]). Observations from XENON10 [18] and
XENON100 [8] have been used to generate a similar rejec-
tion of light-WIMP scenarios. The assumptions in [8, 18]
are examined in [17], where no presently compelling case
for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,
the spectral and temporal information are prima facie

congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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DAMA

•What is it: annual modulation in scintillation events in 100/250 
kg NaI(Tl) crystal - DM?

•What’s to like: single hit, stable phase, low energy, no candidate 
“conventional” explanations

•What’s not to like: null results from other exps, data are still 
unavailable, no event discrimination

2-4 keV

 Time (day)

R
es

id
ua

ls 
(c

pd
/k

g/
ke

V
)

DAMA/LIBRA ≈ 250 kg   (0.87 ton×yr)

2-5 keV

 Time (day)

R
es

id
ua

ls 
(c

pd
/k

g/
ke

V
)

DAMA/LIBRA ≈ 250 kg   (0.87 ton×yr)

2-6 keV

 Time (day)

R
es

id
ua

ls 
(c

pd
/k

g/
ke

V
)

DAMA/LIBRA ≈ 250 kg   (0.87 ton×yr)

Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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•What is it: events in an ionization experiment, x10 larger than 
expected background - DM?

•What’s to like: excellent energy resolution/calibration, good 
statistics

•What’s not to like: no discrimination, hasn’t been mercilessly 
beaten for a decade, sizeable surface event contamination, null 
results from other exps

COGENT
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FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. However, a mχ∼7 GeV/c2,
σSI ∼ 10−4pb WIMP is compatible with the irreducible
spectra from both CoGeNT (Fig. 1) and CDMS ([16],
Fig. 8 in [27]). Observations from XENON10 [18] and
XENON100 [8] have been used to generate a similar rejec-
tion of light-WIMP scenarios. The assumptions in [8, 18]
are examined in [17], where no presently compelling case
for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,
the spectral and temporal information are prima facie

congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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COGENT MODULATION

•What is it: an annual modulation in the “low energy” portion 
of the experiment

•What’s to like: sizeable statistical presence

•What’s not to like: statistically present in upper half as well as 
lower half; null results
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CRESST

•What is it: an excess of events in a CaWO4 detector, 
consistent with Oxygen scattering (~10-40 keV)

•What’s to like: good discrimination vs electron recoil, not 
muon induced neutrons

•What’s not to like: lots of events at high (15 keV+ energy, 
should have been seen elsewhere), signal lies left, right, above 
and below clear background sources, still have only seen 2 of 9 
detectors, naively low energy looks too clean to be WIMP
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FIG. 8. (left) Comparison of the observed rate in CoGeNT (red, squares), CDMS coadded over all detectors (blue, circles),
and CDMS detector T1Z5 (black, triangles), which sets the strongest constraints in the 5-10 GeV/c2 mass range. All data are
corrected for the nuclear-recoil acceptance efficiencies. The CoGeNT data shown have the L-shell electron capture peaks and
a constant background subtracted [29]. The CDMS ionization spectra are based on the recoil energy reconstructed from the
phonon signal alone and have been converted to ionization energy using the ionization yields shown as the solid black curve in
Fig 6. (right) Comparison of the same data versus recoil energy. The CoGeNT data have been converted to recoil energy using
the quenching factor assumed in [8]. This quenching factor is slightly higher than the ionization yields measured by CDMS,
causing the spectra to appear more compatible than when plotted versus ionization energy. The recoil spectra for the WIMP
models considered in Fig. 1 of ref. [29] are also shown. The dotted line indicates the expected spectrum for mχ=7 GeV/c2 and
σSI=1.4×10−40 cm2, corresponding to a WIMP model from a simultaneous fit to the DAMA/LIBRA and CoGeNT data [8, 29].
The solid line shows the spectrum for the same WIMP mass and σSI=5× 10−41 cm2, which is described as the best fit for a
mχ=7 GeV/c2 WIMP to the CoGeNT data in [29]. This point lies outside the CoGeNT allowed regions from [7, 8] and is not
excluded by our analysis. The WIMP spectra assume v0=220 km/s and vesc=544 km/s.

excess to be due to an exponential background, and it
is not excluded by this analysis. To make the observed
spectra for CDMS and CoGeNT compatible would re-
quire the majority of the CoGeNT excess to be due to
low-energy backgrounds and the CDMS backgrounds to
be smaller than expected.
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Can we make sense of the light-WIMP situation?�
CoGeNT uncertainties (e.g., surface event rejection next to threshold)�

Spectral and modulation analysis in CoGeNT seem to point to a similar WIMP mass & coupling, �
BUT then modulated amplitude is definitely not what you would expect from a vanilla halo (way too large). �

PRELIMINARY (work in progress)�

With surface event subtraction no a priori conflict
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Figure 6: Spectra for three di↵erent scenarios: (red square) the phase is allowed to float in the
fit, (blue diamond) the phase is fixed to Maxwellian (152 days), and (green open circle) the phase
is fixed to the best-fit phase (106 days) for a fit to the full data range 0.5-3.1 keVee. The spectra
represent: total rate (left), modulation amplitude (middle) and phase (right). In all cases the error
bars correspond to moving away from the best fit point by ��2 = 1 (dark) or ��2 = 4 (light), the
horizontal o↵sets are for visualization purposes only.

are divided into four energy bins: [0.5–0.9], [0.9–1.5], [1.5–2.3] and [2.3–3.1] keVee. This

separates the data into a bin dominantly below the cosmogenic peaks, one encompassing the

cosmogenic background, and two evenly spaced bins above the cosmogenic peaks. For each

bin, an unbinned (in time) log-likelihood approach is used to obtain the best-fit values for

the unmodulated rate (A
0

), modulated amplitude (A
0

⇤A
1

), and phase (t
0

).

Figure 6 shows the best-fit values as a function of energy, once the period is fixed to

one year. Three di↵erent scenarios are considered: (blue) the phase is set to Maxwellian

(t
0

= 152 days), (green) the phase is fixed to the best-fit value for the fit over 0.5-3.1 keVee

(t
0

= 106 days), and (red) the phase is allowed to float bin-by-bin. Note that both the

unmodulated rates and the modulation amplitudes do not di↵er dramatically between these

three scenarios. The modulated amplitude has a large value (⇠ 1.5 cpd/kg/keVee) in the

lowest energy bin, but very large error bars (±0.8 cpd/kg/keVee). The modulation amplitude

flattens out considerably at higher energies around ⇠ 0.5 cpd/kg/keVee, with smaller error

bars. When the phase is allowed to float, it remains relatively stable over the full energy

range, with small variations around the best-fit value. The significance is highest in the last

energy bin for the floating and best-fit phase scenarios; it is largest in the second to last

energy bin for the Maxwellian case.

The fact that the modulation amplitude in Fig. 6 is non-zero even at large energies is

a non-trivial and important feature of the spectrum. To see if this modulation amplitude

eventually “turns o↵,” we have also analyzed CoGeNT’s high energy channel. The low and

high energy channels in the data both measure pulse amplitudes in the range from 0.05 V

and 0.25 V. However, the relation between the actual physical energy deposited and the

measured voltage is di↵erent for the two channels. In particular, the response function at

high energies is optimized to provide a good fit to the K-shell cosmogenics from ⇠ 4-12 keVee
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Figure 13: Upper limits from CDMS (red) compared with modulation rates from CoGeNT assuming
a Maxwellian phase (blue diamond) and the overall best-fit phase (green circle).

0.015 and 0.05 for the third and fourth bins, respectively. With these e�ciencies, one would

have expected 15.4± 7 (14.7± 7.7) and 27.4± 23.3 (66.9± 24.3) events based on CoGeNT’s

modulation in the third and fourth bins, respectively. Reducing the Poisson e�ciencies to an

acceptable level requires that L
e↵

<⇠ 0.05 and <⇠ 0.04 for the third and fourth bin, which lower

the rates by a factor of approximately 3 and 6, respectively. Whether such small values of

L
e↵

are possible or not is still a subject of active discussion in the literature [20, 51, 21, 52,

53, 19, 54, 55, 18, 56, 50, 17]

DAMA: Finally, we compare the measured modulation spectrum at DAMA with that

of CoGeNT. For a quenching factor of Q
Na

= 0.3 and m� ⇠ 7GeV, the CoGeNT modulation

energy range corresponds roughly with DAMA’s (see Tables 2,3). The total modulation

observed in the CoGeNT range 0.5-3.1 keVee yields a modulated rate of 0.04± 0.017 cpd/kg

(0.065±0.018) for a Maxwellian (best-fit-106 day) phase, which compares with 0.0444±0.0052

cpd/kg (for both MW and best-fit 146 day phases) at DAMA, assuming a conventional spin-

independent mapping. While the total modulated rate at CoGeNT is roughly consistent

with DAMA’s, the energy ranges at the two experiments do not line up exactly and the

predicted rate at DAMA based on CoGeNT’s signal is somewhat smaller than what is observed

independent of the astrophysical model. This is illustrated in Fig. 14, since the energy bins

are comparable in size to the energy smearing at DAMA we ignore the e↵ect of smearing.

As previously noted [47, 48], taking the proton and neutron spin-independent couplings to

interfere can favor light targets and correct this. Such e↵ects can happen through interactions

via heavy fermionic mediators [48] or through Z 0s [57]. However, taking fn = �0.7fp to

maximize the suppression at XENON boosts the modulation at DAMA relative to CoGeNT

by a factor of six relative to the case of fn = fp, which seems in conflict with the data in

hand.
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CDMS should see O(1) modulation 
in the 1+ keVee range

Fox, Kopp, Lisanti, NW 1107.0717



COGENT MODULATION

CoGeNT 

CDMS 

Results: Nuclear Recoil Singles  

CoGeNT 

CDMS 

•   No significant evidence for annual modulation  

•   In the energy range [5, 11.9] keVnr, all modulated rate with amplitudes  
   greater than 0.07 [keVnr  kg day]-1  are ruled out with a  99% confidence. 

   Annual modulation signal of CDMS and CoGeNT 
     are incompatible at  >95% C.L. (preliminary) for the 
     full energy  range (if  CoGeNT signal originates in a  
     nuclear-recoil population) 

PRELIMINARY PRELIMINARY 

14 Contours: 68%, 95%, 99%  



WHERE ARE WE W/ COGENT

• Limits from CDMS, XENON (ionization+scintillation, 
ionization only) seem strong

•New measurements of surface contamination shift region 
downward - but make presence of bulk events uncertain

•Modulation seems highly constrained by CDMS



BUT WHAT ABOUT THE REST?

• Is there really a conflict?



DATA CONFRONT DATA

Standard halo model
σ-m plot

experiment 1 experiment 2

the usual approach



PROBLEM

•Many scenarios (light WIMPs, inelastic WIMPs etc) sample high 
velocity tail of the WIMP distribution



Figure 2: Velocity distribution functions: the left panels are in the host halo’s restframe, the
right panels in the restframe of the Earth on June 2nd, the peak of the Earth’s velocity relative
to Galactic DM halo. The solid red line is the distribution for all particles in a 1 kpc wide shell
centered at 8.5 kpc, the light and dark green shaded regions denote the 68% scatter around the
median and the minimum and maximum values over the 100 sample spheres, and the dotted line
represents the best-fitting Maxwell-Boltzmann distribution.

are independent of location and persistent in time and hence reflect the detailed assembly
history of the host halo, rather than individual streams or subhalos. The extrema of the
sub-sample distributions, however, exhibit numerous distinctive narrow spikes at certain
velocities, and these are due to just such discrete structures. Note that although only
a small fraction of sample spheres exhibits such spikes, they are clearly present in some
spheres in all three simulations. The Galilean transform into the Earth’s rest frame washes
out most of the broad bumps, but the spikes remain visible, especially in the high veloc-
ity tails, where they can profoundly a�ect the scattering rates for inelastic and light DM
models (see Section 4).

– 6 –

MB generally good near the peak, generally not near the tail

Kuhlen, et al



TWO KEY POINTS

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)
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1) all the energy dependence is in two functions
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2) there is a 1-1 mapping 
between velocity and energy



[E1low,E1high] => [v1,lowmin, v1,highmin]

map the energy range studied in experiment 1 to a velocity 
space range

THE IDEA: PART 1
• Suppose you want to compare two experiments, 1 and 2

[v1,lowmin, v1,highmin] => [E2low,E2high]

map velocity space range back to energy space for 
experiment 2

[E1low,E1high] <=> [E2low,E2high]

we now have an energy range where the 
experiments are studying the same particles
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FIG. 1: v
min

thresholds for various experiments. Solid bands are CRESST Oxygen band, 15-

40 keV (red, top), DAMA Na band 6.7-13.3 keV (green, middle), CoGeNT Ge 1.9-3.9 keV (blue,

bottom). Constraints are Xenon 1, 2 and 5 keV (dashed, dotted, and dot-dashed, thick blue), and

CDMS-Si 7 and 10 keV, (dot-dashed and dashed, thin red).

signals, some without. The possible comparisons between these various experiments will be

the subject of the subsequent sections. Using (11) scattering rates can be compared between

experiments. However, to compare to actual experimental data the relative exposures, e�-

ciencies and other detector-specific factors must be correctly taken into account. In the next

section we describe in detail the experimental parameters necessary for the comparisons in

the rest of the paper.

III. APPLICATIONS: A COMPARISON OF EXISTING EXPERIMENTS

The important consequences of (10) are immediately obvious. In principle, one can com-

pare a positive signal at one experiment with one at another, or test the compatibility of a

null result with a positive one. Unfortunately, ideal circumstances will rarely present them-

selves: additional backgrounds can complicate the extraction of g(v), resolution can smear

signals, or uncertainties in atomic physics (such as quenching factors) can complicate issues,

making a precise extraction of the true E
NR

and hence v
min

impossible. Furthermore, the

signal may appear as a modulation (as in DAMA) limiting access to g(v) to a summer/winter

7

Approx. range O Na Si Ar Ge Xe

CoGeNT (Ge): 2 - 4 4.3 - 8.6 3.9 - 7.8 3.6 - 7.2 3.0 - 6.0 2 - 4 1.3 - 2.5

DAMA (Na): 6 - 13 6.6 - 14 6 - 13 5.5 - 12 4.6 - 10 3.1 - 6.7 1.9 - 4.2

CRESST (O): 15 - 40 15 - 40 14 - 36 12 - 33 10 - 28 6.9 - 19 4.3 - 12

TABLE I: Conversion of energy ranges (all in keV) between various experiments/targets for a 10

GeV DM particle, using the expression in (7).

thresholds are generally limited to heavier masses.

Finally, we see that the CRESST results are completely tested by the low-threshold

XENON10 analysis, CDMS-Si (even with a 10 keV) threshold. While the nominal threshold,

depending on the details of L
eff

, of XENON10 (⇠ 5 keV) and XENON100 (⇠ 6 keV) is too

high, both experiments can probe down to 4 keV with moderately reduced sensitivity, and

energy smearing will given XENON sensitivity to the CRESST signal.

With these ranges in hand, we can proceed to compare the experiments directly. We

shall see that if the potential signal is large enough, g(v) can be extracted directly, even if

f(v) cannot be extracted with any reliability. In such cases, we can make slightly stronger

statements involving the spectra. However, even if g(v) cannot be reconstructed, we can

still make significant statements by integrating over the relevant velocity range.

A. Application I: Employing Spectra in Near-Ideal Situations (CoGeNT)

We consider first the situation when there is su�cient data to be able to extract a recoil

spectrum, CoGeNT is a example of such an experiment, because the putative signal is quite

large. We concentrate on the events below 3.2 keVee where the DM signal should be largest

and there are few cosmogenic backgrounds. In this range, in addition to the possible DM

signal at low energies, the data contains several clear cosmogenic peaks and a constant

background above the peaks. We average the [1.62-3.16 keVee] bins as an estimate of the

constant background and subtract this from the bins in the [0.42-0.92 keVee] range, which

we then consider as the DM signal, after this subtraction there are 92 signal events before

e�ciency correction. This allows us to determine g(v) or, equivalently, predict the rate

at any other experiment in the equivalent energy range. One can easily observe from its

definition that g(v) is monotonically decreasing as a function of v (see, for instance the
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II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)
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A direct prediction of the rate 
at experiment 2 from experiment 1
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FIG. 2: The extracted CoGeNT signal (left and bottom axes) and the rate it is mapped to on a

Xenon target (top and right axes) for m
�

= 10GeV (rescaled by form factors at the corresponding

energies F 2
Xe

(EXe

R

), F 2
Ge

(EGe

R

) ⇠ 1). The dashed line is the lower bound on the rate at low energies,

using the monotonically falling nature of g(v
min

).

discussion in [41]), and thus the value at the low end of this range is a lower bound for

lower values of v. This is not especially relevant for our analysis here, but would be likely

relevant in situations where the other experiments could probe lower energies as well.

Since we will compare this with the XENON10 experiment, we choose f
p

= 1 and f
n

= 0,

which is motivated from light mediators mixing with the photon, since it will give the most

lenient bounds. Using (11) we can map the CoGeNT signal onto a Xenon target, and study

the signal that would arise at XENON10. We show this in figure 2.

What is remarkable about this figure is that – once the CoGeNT signal is specified – the

expected rate on a Xenon target is completely unambiguous (and similarly on any other

target). This involves no assumptions about the halo escape velocity, velocity dispersion, or

even the assumption that the velocity distribution is Maxwellian, but requires only an input

of the WIMP mass.

After taking into account exposure and the detector e�ciencies (MIN, MED and MAX

cases described above) we can predict the total number of events predicted by the CoGeNT

13

When new data finalize, can reapply, but 
approach is same



LIMITING G(V)

Most conservative assumption is theta function 

For positive results the comparison can be made at the spectrum level through the appli-

cation of (10). This is most easily done in the situation that the statistics are large enough,

and backgrounds low enough, that a meaningful rate dR/dE
R

can be extracted. Then, using

(10), a direct measurement of g(v) can be given. In situations where rates are too low to

simply read o↵ g(v), alternative techniques would be needed. The simplest would just be

to take a large enough bin in v such that statistics are adequate, but more sophisticated

approaches, utilizing the monotonicity of g(v) would also be possible. We leave such studies

for future work.

If an experiment does not see a su�cient number of signal events to claim discovery, then

it is likely that one will wish instead to place a constraint on the properties of dark matter.

In general, one should first ascertain the bound on the parameterized WIMP cross section at

the confidence level required. This can be simply done, using whatever confidence estimator

is already used for astrophysics-dependent � �m
�

plots.

Suppose that one wishes to employ some confidence estimator C(dR/dE
R

(m
�

)) to place

limits, where dR/dE
R

(m
�

) is the expected recoil spectrum for some �0, i.e., (1). This

estimator may simply be using Poisson statistics, evaluating the integral of the spectrum,

or using more advanced techniques that use spectral information as well, such as those

of Yellin [56]. For a given value of m
�

, for instance, one varies other parameters until

one achieves, e.g., C = 0.1 allowing one to claim a 90% exclusion for those parameters.

Assuming that such an analysis has already been performed for explicit halo models, it is

straightforward to place a bound on ⇢�g(v
min

)/m
�

, for a particular choice of DM mass, in

the general astrophysics case.

For standard � �m
�

plots, g(v) is fixed, for instance a Maxwellian distribution, with a

fixed v0 and v
esc

. The only free parameters in dR/dE
R

(m
�

) are then m
�

and �0 (in the SI

case), or a
p

and a
n

(in the SD case). In our case, since we do not want to use a Maxwellian

g(v), we have an additional free parameter.

Since g(v) is a monotonically decreasing function an upper bound on its value at some

velocity v1, g(v1)  g1, also applies to all lower velocities. Thus, the most conservative form

that the upper bound on g(v) can take is that of a step function

g(v; v1) = g1⇥(v1 � v) . (A1)

Physically, this would correspond to stream in f(v) with velocity v1.

22

Using this, (1) becomes

dR

dE
R

=
N

T

M
T

⇢

2m
�

µ2
�(E

R

) g1⇥(v1 � v
min

(E
R

)) . (A2)

For a given WIMP mass m
�

, the overall scaling is now proportional to e.g., ⇢�g1/m�

in

the SI case, rather than simply ⇢�/m
�

as in the standard case where g is specified. For a

given v1, one can then place a limit on this combination using the existing estimator.

In short: to calculate the appropriate limits on g(v), one should use whatever technique

one was intending to use for the standard analysis, but now replace the Maxwellian g(v)

with the step function form. For any given m
�

, one places a limit on ⇢�g1/m�

as one would

have on ⇢�/m
�

, or, � for fixed ⇢ and m
�

, precisely as before.
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CONSTRAINING G(V)
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FIG. 7: A comparison of measurements and constraints of the astrophysical observable g(v) [see

relevant expressions in (1),(2),(8)] for m
�

= 10 GeV: CoGeNT (blue), CDMS-Si (red, solid),

CDMS-Ge (green, dot-dashed), XENON10 - MIN L
eff

(purple, dashed), and XENON10 - MED

L
eff

(gray, dotted). CoGeNT values assume the events arise from elastically scattering dark

matter, while for other experiments, regions above and to the right of the lines are excluded at

90% confidence. The jagged features of the CDMS-Ge curve arise from the presence of the two

detected events.

how one quantifies a constraint. However, one can exploit the fact that g is a monotonically

decreasing function, so for our constraints, we simply assume that g(v) is constant below

v, and assume a Poisson limit on the integral of (8) from the experimental threshold to v.

However, other techniques could also be used, see the Appendix for more details.

This approach with a g � v plot has numerous advantages over the traditional m
�

� �

plots. It makes manifest what the relationships between the di↵erent experiments are in

terms of what v
min

-space is probed, and shows (for a given mass) whether tensions exist.

Moreover, the quantity g(v) is extremely tightly linked to the data, with only a rescaling

by form factor as in (8). Thus, unlike m
�

� � plots, which have a tremendous amount of

processing in them, this provides a direct comparison of experimental results on the same

19

CDMS (high threshold)
CDMS-Si

XENON100 (min Leff) 

XENON100 (med Leff) 

CoGeNT

Fox, Liu, NW 1011.1915



CONSTRAINING G(V)3
We use this equation in the maximum gap method [14]
to bound the value of ⌘s as a function of vs for CDMS,
XENON10, XENON100, and SIMPLE unbinned data.
For compound detectors like SIMPLE, Eq. (13) is equiv-
alent but more transparent than the method in Appendix
A.1 of [12].

The data and detector properties we use are as fol-
lows. (We acknowledge criticism of some experimental
analyses [15], and try to be conservative.)

CoGeNT. We use the list of events, quenching factor,
e�ciency, exposure times and cosmogenic background
given in the 2011 CoGeNT data release [16]. We sep-
arate the modulated and unmodulated parts with a chi-
square fit after binning in energy and in 30-day time in-
tervals (we fix the modulation phase to DAMA’s best
fit value of 152.5 days from January 1). We correct
the unmodulated part by surface-event correction fac-
tors C(E) = 1 � e�E2/E2

C , which are similar to those in
[17] for EC = 1.04 keVee (“CoGeNT high”), 0.92 keVee
(“CoGeNT med.”), and 0.8 keVee (“CoGeNT low”). We
leave it to the reader to subtract a possible constant back-
ground contribution.

CDMS. For the upper limit on the total event rate
we use only the T1Z5 detector [9], which gives the most
stringent limits at low WIMP masses. The energy res-
olution is [0.2932 + (0.056E)2)]1/2, and the range for
the maximum gap method is 2 keV–20 keV. For the
modulation amplitude we use the 95% upper bound of
0.045 events/kg-day-keV for a modulation phase equal
to DAMA’s in the energy range 5 keV–11.9 keV [10].

DAMA. We read the modulation amplitudes from [1].
We consider scattering o↵ Na only, since the I component
is under threshold for low mass WIMPs and reasonable
local Galactic escape velocity. We show results for two
values of the Na quenching factor: 0.3 and 0.45 (the latter
suggested in [18]). No channeling is included, as per [19].

XENON100. The exposure is 48 kg ⇥ 100.9 days.
We convert the energies of the three candidate events
in Ref. [7] into S1 values, and use the Poisson fluctuation
formula Eq. (15) in [20] to compute the energy fluctua-
tions. We use the light e�ciency function Le↵ in Fig. 1
of [7]. We obtain the cut acceptance by multiplying two
factors: the overall cut acceptance, which we set to a
conservative value of 0.6 since it is unclear why in Fig. 2
of [7] it would depend on the WIMP mass when expressed
as a function of S1, and the S1/S2 discrimination accep-
tance, taken from the just mentioned Fig. 2. We use
a maximum gap method over the interval 4  S1  30
photoelectrons.

XENON10. We follow Ref. [6] and use only S2 without
S1/S2 discrimination. The exposure is 1.2 kg ⇥12.5 days.
We consider the 32 events within the 1.4 keV-10 keV
acceptance box in the Phys. Rev. Lett. article (not the
arxiv preprint, which had an S2 window cut). We take
a conservative acceptance of 0.94. For the energy resolu-
tion, we are more conservative than [6]: we convert the
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FIG. 1: Measurements and upper bounds on the unmod-
ulated and modulated part of the velocity integral ⌘(vmin)
as a function of vmin. For this case of spin-independent
isospin-symmetric couplings and WIMP mass of 9 GeV, the
XENON100 and CDMS bounds exclude all but the lowest
energy CoGeNT and DAMA bins.

quoted energies into number of electrons ne = EQy(E),
with Qy(E) as in Eq. 1 of [6] with k = 0.11, and use the
Poisson fluctuation formula in [21].
SIMPLE. We consider only Stage 2, with an exposure

of 6.71 kg days and no observed candidate event. We
take an e�ciency ⌘0(E) = 1� exp{��[(Edep/Ethr)� 1]}
with � = 4.2±0.3. With no events observed, the Poisson
and maximum gap upper limits coincide.
CRESST-II.We take the histogram of events in Fig. 11

of Ref. [4]. The acceptance is obtained by adding each
module at its lower energy acceptance limit in their Ta-
ble 1. The electromagnetic background is modeled as
one e/� event in the first energy bin of each module.
The exposure is 730 kg days. We assume a maximum
WIMP velocity in the Galaxy such that W recoils can
be neglected. To take into account the Ca and O com-
ponents, we follow the same philosophy as Method 2 in
Appendix A.2 of [12], but, without having to assume a
constant e�ciency in each energy bin, we are able to
cover the CRESST-II energy range without gaps with
the following binning: three high-energy bins (i = 4, 5, 6)
with scatterings o↵ O only (assuming a maximum vmin of
⇠ 750 km/s): [17, 20], [20, 23], and [23, 26] keV; and three
corresponding low-energy bins (i = 1, 2, 3) with the same
vmin range and scatterings o↵ O and Ca: [11, 13], [13, 15],
and [15, 17] keV. To avoid complications with the over-
lap of the tails of the weight functions RSI

i (vmin), we cut
them outside the vmin interval [vmin(E0

1i), vmin(E0
2i)], i.e.

we do not enlarge the vmin interval using the energy reso-
lution. Having determined ⌘̃0i = R̂0i/ASI

O,i for i = 4, 5, 6

using O only in ASI
O,i, we estimate the Ca contribution
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observed modulation amplitude Aobs
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Here q
Na

= dEee/dEnr is the sodium quenching fac-
tor translating keVee into keVnr, for which we take
q
Na

= 0.3. The index i labels energy bins, with vim given
by the corresponding energy bin center using Eq. (2).
Further, hF 2

Na

ii is the sodium form factor averaged over
the bin width and f

Na

= m
Na

/(m
Na

+m
I

) is the sodium
mass fraction of the NaI crystal. For the modulation am-
plitude in CoGeNT we proceed analogously. Note that
the conversion factor from ⌘̄ to ⌘̃ is the same as for A⌘ to
Ã⌘, and does not dependent on the nucleus. Therefore,
the bounds (6) and (7) apply to ⌘̃, Ã⌘ without change,
even if the l.h.s. and r.h.s. refer to di↵erent experiments.

Let us briefly describe the data we use to derive the up-
per bounds on ⌘̃. We consider results from XENON10 [7]
(XE10) and XENON100 [8] (XE100). In both cases we
take into account the energy resolution due to Poisson
fluctuations of single electrons. XE100 is sensitive to the
interesting region of vm only because of upward fluctu-
ations from below the threshold. We adopt the best-fit
light-yield e�ciency L

e↵

from [8]. The XE10 analysis
is based on the so-called S2 ionization signal which al-
lows to go to a rather low threshold. We follow [7] and
impose a sharp cut-o↵ of the e�ciency below the thresh-
old. From CDMS we use results from a dedicated low-
threshold (LT) analysis [9] of Ge data, as well as data on
Si [16]. In the case of SD scattering on protons particu-
larly strong bounds are obtained from experiments with
a fluorine target. We consider the results from SIMPLE
[17], which uses F

5

C
2

Cl. We use the observed number
of events and expected background events to calculate
the combined Poisson probability for Stage 1 and 2. For
the prediction we include energy dependent threshold ef-
ficiencies from [17].

For all experiments we use the lower bound on the
expected events, Eq. (10), to calculate the probability of
obtaining less or equal events than observed. For XE100,
CDMS Si, and SIMPLE we just use the total number of
events in the entire reported energy range. For XE10 and
CDMS LT the limit can be improved if data are binned
and the corresponding probabilities for each bin are mul-
tiplied. This assumes that the bins are statistically in-
dependent, which requires to make bins larger than the
energy resolution. For XE10 we only use two bins. For
CDMS LT we combine the 36 bins from Fig. 1 of [9] into
9 bins of 2 keV where the energy resolution is 0.2 keV.

Results. In Fig. 1 we show the 3� limits (CL =
99.73%) on ⌘̃ compared to the modulation amplitudes
Ã⌘ from DAMA and CoGeNT for a DM mass of 10 GeV.
Similar results have been presented in [14, 15]. The Co-
GeNT amplitude depends on whether the phase is floated
in the fit or fixed at June 2nd [6], which applies to the
“general” and “symmetric” halos, respectively. Already
at this level XE100 is in tension with the modulation
from DAMA (and to some extent also CoGeNT).
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FIG. 1: Upper bounds on ⌘̃ at 3� from XENON100,
XENON10, CDMS LT, CDMS Si, and SIMPLE. The modu-
lation amplitude Ã⌘ is shown for DAMA (for qNa = 0.3) and
CoGeNT for both free phase fit (general) and fixing the phase
to June 2nd (symmetric). We assume a DM mass of 10 GeV
and SI interactions.
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FIG. 2: Integrated modulation signals,
R v2
v1

dvA⌘̃, from
DAMA and CoGeNT compared to the 3� upper bounds for
the general halo, Eq. (6). We assume SI interactions and a
DM mass of 10 GeV. The integral runs from v1 = vmin till
v2 = 743 km/s (end of the 12th bin in DAMA).

We now apply our method. As shown in Fig. 2 the
null search results become significantly more constrain-
ing after applying the bounds on the integrated annual
modulation

R v2
v1

dvA⌘̃ from Eq. (6). DAMA and GoGeNT
are strongly excluded by the bounds from XE100, XE10,
CDMS LT even for the general halo. If one were to as-
sume in addition that the halo is symmetric, the bounds
would get even stronger. Then also CDMS Si excludes
DAMA, and there is some tension with SIMPLE (not
shown).
In Fig. 3 we consider two variations of DM–nucleus

interaction. The upper panel is for the case when the
DM particle couples to the spin of the proton. The null
search result of Xe and Ge experiments are then irrel-
evant. However, the bound from SIMPLE is in strong
disagreement with the modulation signal in DAMA, due
to the presence of fluorine in their target. (A compa-
rable limit from fluorine has been published recently
by PICASSO [18].) In the lower panel of Fig. 3 we
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the conversion factor from ⌘̄ to ⌘̃ is the same as for A⌘ to
Ã⌘, and does not dependent on the nucleus. Therefore,
the bounds (6) and (7) apply to ⌘̃, Ã⌘ without change,
even if the l.h.s. and r.h.s. refer to di↵erent experiments.

Let us briefly describe the data we use to derive the up-
per bounds on ⌘̃. We consider results from XENON10 [7]
(XE10) and XENON100 [8] (XE100). In both cases we
take into account the energy resolution due to Poisson
fluctuations of single electrons. XE100 is sensitive to the
interesting region of vm only because of upward fluctu-
ations from below the threshold. We adopt the best-fit
light-yield e�ciency L
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from [8]. The XE10 analysis
is based on the so-called S2 ionization signal which al-
lows to go to a rather low threshold. We follow [7] and
impose a sharp cut-o↵ of the e�ciency below the thresh-
old. From CDMS we use results from a dedicated low-
threshold (LT) analysis [9] of Ge data, as well as data on
Si [16]. In the case of SD scattering on protons particu-
larly strong bounds are obtained from experiments with
a fluorine target. We consider the results from SIMPLE
[17], which uses F
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Cl. We use the observed number
of events and expected background events to calculate
the combined Poisson probability for Stage 1 and 2. For
the prediction we include energy dependent threshold ef-
ficiencies from [17].

For all experiments we use the lower bound on the
expected events, Eq. (10), to calculate the probability of
obtaining less or equal events than observed. For XE100,
CDMS Si, and SIMPLE we just use the total number of
events in the entire reported energy range. For XE10 and
CDMS LT the limit can be improved if data are binned
and the corresponding probabilities for each bin are mul-
tiplied. This assumes that the bins are statistically in-
dependent, which requires to make bins larger than the
energy resolution. For XE10 we only use two bins. For
CDMS LT we combine the 36 bins from Fig. 1 of [9] into
9 bins of 2 keV where the energy resolution is 0.2 keV.

Results. In Fig. 1 we show the 3� limits (CL =
99.73%) on ⌘̃ compared to the modulation amplitudes
Ã⌘ from DAMA and CoGeNT for a DM mass of 10 GeV.
Similar results have been presented in [14, 15]. The Co-
GeNT amplitude depends on whether the phase is floated
in the fit or fixed at June 2nd [6], which applies to the
“general” and “symmetric” halos, respectively. Already
at this level XE100 is in tension with the modulation
from DAMA (and to some extent also CoGeNT).
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FIG. 1: Upper bounds on ⌘̃ at 3� from XENON100,
XENON10, CDMS LT, CDMS Si, and SIMPLE. The modu-
lation amplitude Ã⌘ is shown for DAMA (for qNa = 0.3) and
CoGeNT for both free phase fit (general) and fixing the phase
to June 2nd (symmetric). We assume a DM mass of 10 GeV
and SI interactions.
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FIG. 2: Integrated modulation signals,
R v2
v1

dvA⌘̃, from
DAMA and CoGeNT compared to the 3� upper bounds for
the general halo, Eq. (6). We assume SI interactions and a
DM mass of 10 GeV. The integral runs from v1 = vmin till
v2 = 743 km/s (end of the 12th bin in DAMA).

We now apply our method. As shown in Fig. 2 the
null search results become significantly more constrain-
ing after applying the bounds on the integrated annual
modulation

R v2
v1

dvA⌘̃ from Eq. (6). DAMA and GoGeNT
are strongly excluded by the bounds from XE100, XE10,
CDMS LT even for the general halo. If one were to as-
sume in addition that the halo is symmetric, the bounds
would get even stronger. Then also CDMS Si excludes
DAMA, and there is some tension with SIMPLE (not
shown).
In Fig. 3 we consider two variations of DM–nucleus

interaction. The upper panel is for the case when the
DM particle couples to the spin of the proton. The null
search result of Xe and Ge experiments are then irrel-
evant. However, the bound from SIMPLE is in strong
disagreement with the modulation signal in DAMA, due
to the presence of fluorine in their target. (A compa-
rable limit from fluorine has been published recently
by PICASSO [18].) In the lower panel of Fig. 3 we
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SHIFT COUPLINGS TO HELP?

2

and ⇤A is the zero-momentum-transfer SI cross section
from particle physics, and IA depends on experimental,
astrophysical, and nuclear physics inputs. If fn = fp,
we recover the well-known relation R ⌅ A2. For IVDM,
however, the scattering amplitudes for protons and neu-
trons may interfere destructively, with complete destruc-
tive interference for fn/fp = �Z/(A� Z).

Henceforth, we assume that each detector either has
only one element, or that the recoil spectrum allows one
to distinguish one element as the dominant scatterer. We
will see, however, that in some cases it is crucial to in-
clude the possibility of multiple isotopes. The event rate
then generalizes to R =

�
i �i⇤AiIAi , where the sum is

over isotopes Ai with fractional number abundance �i.
IVDM and current data. It will be convenient

to define two nucleon cross sections. The first is ⇤p =
µ2
pf

2
p/M

4
⇤ , the X-proton cross section. In terms of ⇤p,

R = ⇤p

⇥

i

�i
µ2
Ai

µ2
p

IAi [Z + (Ai � Z)fn/fp]
2 . (5)

The second is ⇤Z
N , the typically-derived X-nucleon cross

section from scattering o↵ nuclei with atomic number

Z, assuming isospin conservation and the isotope abun-

dances found in nature. With the simplification that the
IAi vary only mildly for di�erent i, we find

⇤p

⇤Z
N

=

�
i �iµ

2
Ai
A2

i�
i �iµ

2
Ai
[Z + (Ai � Z)fn/fp]2

⇥ FZ . (6)

If one isotope dominates, the well-known result, FZ =
[Z/A+ (1� Z/A)fn/fp]�2, is obtained.

In Fig. 1 we show regions in the (mX ,⇤p) plane
that are favored and excluded by current bounds for
fn/fp = 1,�0.7. These include the DAMA 3⇤ favored
region [12, 13], assuming no channeling [14] and that the
signal arises entirely from Na scattering; the CoGeNT
90% CL favored region [2]; 90% CL exclusion contours
from the original XENON100 analysis [3], assuming the
scintillation e⌅ciency Le� is constant for low ER (as fa-
vored by Ref. [15]), and a constraint from a later re-
analysis [13] which is insensitive to whether Le� is con-
stant or falls to zero logarithmically for low ER (as fa-
vored by Ref. [16]); 90% CL bounds from XENON10 for
both constant and falling Le� [13]; and 90% CL bounds
from CDMS Ge and Si [6]. The isotope abundances are
given in Tables I and II.

There are several controversies regarding the exclu-
sion contours for xenon-based detectors at low mass [17].
These include the question of whether an even more con-
servative choice of Le� should be used and questions
about the assumption of Poisson fluctuations in the ex-
pected photoelectron count for a low-mass dark matter
particle. We have also not accounted for uncertainties in
the associated quenching factors for Na, Ge and Si [18].
All of these issues can potentially shift some of the signal
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FIG. 1. Favored regions and exclusion contours in the
(mX ,�p) plane for (top) the standard isospin-conserving case
fn/fp = 1 and (bottom) IVDM with fn/fp = �0.7.

regions, or alter (or invalidate) some of exclusion curves
of Fig. 1. We have also not adjusted the favored regions
and bounds to account for di�erences in the dark matter
velocity distributions adopted by the various analyses,
which would slightly shift the contours.

Remarkably, for �0.63 <⇤ fn/fp <⇤ �0.74, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is su⌅ciently reduced to be consistent with
these signals. The possibility of IVDM therefore brings
much of the world’s data into agreement and leads to a
very di�erent picture than that implied by studies as-
suming isospin conservation. Only the CDMS Ge con-
straint completely excludes the overlapping region, and
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Figure 6: Generalized proton and neutron coupling plots for SI interactions. The limits are CDMS-
Si (red), SIMPLE (brown), and XENON10 (orange thick and thin lines for Leff central value and
1� variation). Filled contours are 99% CL goodness of fit for CoGeNT (cyan) and DAMA (green).
Top plots are for 9 GeV, the left plot with normal channeling and the right plot with 10% of
channeling. Bottom: Normal channeling with 8 GeV mass. The only visible XENON10 limit is the
central value one. Spectral constraints from DAMA impose that the couplings are only consistent
with iodine suppression (fn ⇥ �.7fp).

increasing the uncertainty for the first bin of DAMA or adding in some of the exponential

background into CoGeNT. Although we have not performed a systematic study of varying

the amount of channeling separately for sodium and iodine, we were unable to find values

which worked for such a light WIMP. Finally, if one goes to lower v0 or higher vesc, the

constraints from XENON10 become more severe and the mass range where consistency can

be obtained between DAMA and CoGeNT gets smaller.
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1016 G. Weidenspointner et al.: The sky distribution of positronium continuum emission
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Fig. 1. A Richardson-Lucy sky map of extended emission in the summed Ps analysis intervals (the combination of the intervals 410–430,
447−465, and 490–500 keV). The contour levels indicate intensity levels of 10−2, 10−3, and 10−4 ph cm−2 s−1 sr−1. Details are given in the text.

above about 300 keV, and since we are analyzing rather nar-
row energy intervals above 400 keV the fact that we do not
yet detect them is not surprising. We therefore conclude that
the point sources found by us using SPIROS are all spurious,
resulting from SPIROS’ attempt to account for intrinsically dif-
fuse emission with a set of point sources.

3.2. Model fitting

A more quantitative approach for studying the Galactic dis-
tribution of the observed extended emission is model fit-
ting, which we performed using a maximum likelihood multi-
component fitting algorithm (Knödlseder et al. 2005) outlined
in Sect. 2.

We first modelled the emission in the three summed
Ps analysis intervals4 by an ellipsoidal distribution with a
Gaussian radial profile and determined the best-fit centroid
location (l0, b0) and extent in Galactic longitude and latitude
(FWHMl, FWHMb). We then combined this Galactic bulge
model with one of two models for emission from the Galactic
disk: both HI (Dickey & Lockman 1990) and CO (Dame et al.
1987) distributions are tracers of Galactic matter and are be-
lieved to correlate with diffuse emission (cf. Harris et al. 1990;
Kinzer et al. 1999; Strong et al. 2004). The results of these fits
are summarized in Table 1. In each of these fits, the Crab and
Cygnus X-1 were included as steady point sources whose in-
tensities were fitted. When including the four highest-energy
sources reported by Bouchet et al. (2005) the quality of the fits
is only slightly improved and the fit results do not change sig-
nificantly; therefore these point sources were excluded from the
final analysis.

As can be seen from Table 1, the centroid of the bulge
emission is the same within errors for all three models. There
is marginal evidence for a slight offset of the centroid from
the GC, but it is of a magnitude that could easily result from

4 Results for the individual energy intervals are consistent within
statistical uncertainties.

the combined effects of statistical and systematic biases in the
background model (indeed, there is a similarly marginal, but
opposite, offset of the centroid in the 511 keV line emission;
Knödlseder et al. 2005). The extent of the bulge emission, and
its flux, do depend on the sky model. If the extended emission
is modelled by a bulge component only, then there is marginal
evidence for the bulge emission to be more extended in lon-
gitude than in latitude (the ellipticity ε ≡ FWHMb/FWHMl

deviates by about 1.5σ from unity). However, inclusion of a
Galactic disk component improves the fits, with the signifi-
cances of the HI distribution and of the CO distribution being
about 2.8σ and 4.0σ, respectively, favouring the latter. Another
reason to adopt the CO distribution as the better disk model
of the two is the fact that the resulting total sky flux of about
(2.8±0.5)×10−3 ph cm−2 s−1 agrees well with the value of about
2.5 × 10−3 ph cm−2 s−1 determined with SMM5 in the Ps anal-
ysis intervals, whereas the total bulge and HI disk model flux
of (5.4 ± 1.5) × 10−3 ph cm−2 s−1 is only marginally consistent
with the SMM spectrum of Harris et al. (1990).

Inclusion of a Galactic disk component in the fits also ren-
ders evidence for ellipticity of the bulge component insignif-
icant. The bulge shape is consistent with circular symmetry,
with a FWHM of about 8◦, in agreement with our results for the
511 keV line (Knödlseder et al. 2005). As is the case for the an-
nihilation line, the extent of the Ps continuum bulge emission
is slightly larger than that derived by Kinzer et al. (2001) from
OSSE observations. However, the difference is not very signif-
icant, and it is possible that there is bias in the OSSE analysis
favouring a smaller bulge extent (Kinzer et al. 2001).

The fluxes that are attributed to the disk components exceed
the bulge flux by factors of 2−4 (see Table 1). However, since
the disk flux is distributed over a much larger sky region, the
corresponding surface brightness is much lower. The model fits
therefore confirm the mapping result: the intensity of extented

5 The Gamma Ray Spectrometer on board the Solar Maximum
Mission (Forrest et al. 1980).
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Fig. 25.— The inner slope of the dark matter density profile plotted against the radius of the

innermost point. The inner-slopes of the mass density profiles of IC 2574 and NGC 2366 are

overplotted with earlier work; they are consistent with previous measurements. Open circles: de

Blok et al. (2001); squares: de Blok & Bosma (2002); open stars: Swaters et al. (2003). The

pseudo-isothermal model is preferred over the NFW model to explain the observational data.

THE ERA OF DATA (2)
5

FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-
tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like
emission, as found by the authors of Refs. [10], [34], and [35]. Above ⇠300 MeV, the majority of the observed emission is
spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,
as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark
matter particle with an annihilation cross section of �v = 7⇥ 10�27 cm3/s and which annihilates only to leptons (e+e�, µ+µ�

and ⌧+⌧�, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations
proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with � = 1.3. This figure originally appeared
in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from
the annihilations of a 10 GeV dark matter particle
(dot-dashed) and from a component extrapolated from
HESS’s observations of the Galactic Ridge (dots) [36].
The sum of these contributions (solid) provides a good fit
to the total observed spectrum, for dark matter which an-
nihilates mostly to leptons (the gamma-ray flux is dom-
inated by annihilations to ⌧

+
⌧

�), possibly with a sub-
dominant fraction proceeding to hadronic final states. To
accommodate the angular extent of the observed gamma-
ray signal, a dark matter distribution of approximately
⇢DM / r

�1.25 to r

�1.4 is required [9]. Interestingly,
the annihilation cross section required to normalize the
gamma-ray signal is not far from the value predicted for
a simple thermal relic (�v = 3 ⇥ 10�26 cm3/s). Adopt-
ing central values for the local dark matter density [24],
the annihilation cross section to ⌧

+
⌧

� is required to be
�v⌧⌧ ⇡ (1� 5)⇥ 10�27 cm3/s for a dark matter distribu-
tion with an inner slope of 1.3 to 1.4. If the dark matter
also annihilates to electrons and muons at a similar rate,
the total annihilation cross section falls within a factor
of a few of the canonical estimate of 3⇥ 10�26 cm3/s.1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5� [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-
sion observed from the Galactic Center region have been
discussed [9], considerable challenges are faced by such
interpretations. Possibilities that have been considered
include emission from the central supermassive black
hole [10, 35], and from a population of unresolved point
sources, such as millisecond pulsars [39].
In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed
morphology of the gamma-ray signal. The observed an-
gular extent of the emission could be reconciled, how-
ever, if the gamma-rays originate from cosmic rays that
have been accelerated by the black hole and then di↵use
throughout the surrounding interstellar medium, produc-
ing pions through interactions with gas [35, 40]. The
spectral shape of the spatially extended emission is very
di�cult to account for with gamma-rays from pion decay,
however. Even for a monoenergetic spectrum of protons,
the resulting spectrum of gamma-rays from pion decay
does not rise rapidly enough to account for the observed
gamma-ray spectrum.
A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed
to account for the observed emission [9, 10, 39]. The spec-
tra observed from among the 46 pulsars in the FGST’s
first pulsar catalog, however, are typically much softer
than is observed from the Galactic Center [9, 41]. Unless
the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].

6

the Galactic Center is significantly di↵erent from those
observed elsewhere, it does not appear to be possible to
account for the observed signal with pulsars. Further-
more, it is also di�cult to accommodate the very spa-
tially concentrated morphology of the observed gamma-
ray emission with pulsars. To match the observed an-
gular distribution of this signal, the number density of
pulsars would have to fall o↵ with the distance to the
Galactic Center at least as rapidly as r�2.5. In contrast,
within the innermost parsec of the Galactic Center, the
stellar density has been observed to fall o↵ only about
half as rapidly, r�1.25 [42]. Even modest pulsar kicks of
⇠ 100 km/s would allow a pulsar 10 pc from the Galac-
tic Center to escape the region, consequently broadening
the angular width of the signal. Unlike with most astro-
physical sources or mechanisms, annihilating dark matter
produces a flux of gamma-rays that scales with its den-
sity squared, and thus can much more easily account for
the high concentration of the observed signal from the
Galactic Center.

C. Synchrotron Emission From The Inner Galaxy’s
Radio Filaments

If dark matter annihilations produce mostly charged
leptons, as implied by the Galactic Center’s gamma-ray
spectrum, then electrons and positrons should carry away
much of the total power produced in this process. Elec-
tron and positron cosmic rays lose much of their energy to
synchrotron emission, providing a potentially detectable
signal for telescopes operating at radio and microwave
frequencies [43].

Particularly promising sources of dark matter-powered
synchrotron emission are the peculiar astrophysical ob-
jects known as non-thermal radio filaments. Radio fil-
aments are long (⇠40 pc) and thin (⇠1 pc) structures,
found at distances between 10 and 200 pc from the Galac-
tic center. The very hard spectra of highly polarized ra-
dio synchrotron emission observed from these objects [44]
imply that they contain highly ordered poloidal magnetic
fields of strength on the order of ⇠100 µG [45]. These
strong and highly ordered magnetic fields lead the fil-
aments to act as magnetic mirrors, e�ciently rejecting
incident electrons and retaining those electrons within
their volumes.

The spectrum of electrons that must be contained
within the Milky Way’s radio filaments in order to pro-
duce their extremely hard synchrotron emission has long
been a challenge to explain astrophysically. Since the
1980s, observations of radio filaments have revealed a
turnover at ⇠10 GHz in the synchrotron spectrum, im-
plying an electron energy spectrum that is strongly
peaked (sometimes described in the radio astronomy lit-
erature as “monoenergetic” [46, 47]) at an energy of ap-
proximately ⇠10 GeV, propagating in a magnetic field
on the order of 100 µG [46, 48, 49]. The leading as-
trophysical mechanism proposed to explain these spectra

FIG. 3: The spectra of synchrotron emission observed from
the Milky Way’s non-thermal radio filaments imply that they
contain a spectrum of electrons/positrons that is strongly
peaked at energies near ⇠10 GeV. Here, we compare the ob-
served spectra of four particularly well measured radio fila-
ments [56] to that predicted from dark matter annihilations
(mDM = 10 GeV, annihilating equally to e+e�, µ+µ� and
⌧+⌧� with �v = 7 ⇥ 10�27 cm3 s�1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top
left), G0.08+0.15 (Northern Thread, top right), G0.16-0.14
(Arc Filament, bottom left) and G359.1-0.2 (the Snake, bot-
tom right). The magnetic field strengths, filamentary widths,
and synchrotron energy loss times have been chosen to ac-
commodate each filament. This figure was adapted from one
originally appearing in Ref. [14].

involves magnetic reconnection zones that are formed in
collisions between radio filaments and molecular clouds,
leading to an electric potential capable of accelerating
electrons to their required energy [47, 50]. This scenario
fails, however, to explain why so many observed radio fil-
aments exhibit such similar spectra [51] (especially those
without associations with molecular clouds [52, 53]). Fur-
thermore, recent simulations find that it is unlikely that
such a mechanism would be capable of accelerating elec-
trons to energies much above 10 MeV, several orders of
magnitude below that needed to explain the observed
synchrotron signal [54, 55].
While astrophysical mechanisms struggle to explain

the strongly peaked spectrum of ⇠10 GeV electrons
present within the Milky Way’s radio filaments, the anni-
hilations of 10 GeV dark matter particles to leptons (in-
cluding to e

+
e

�) can easily accommodate the observed
spectra. In Fig. 3, the spectrum of radio emission ob-
served from four particularly well measured filaments [56]
is compared to the synchrotron flux and spectrum pre-
dicted from the electrons produced through the annihi-
lations of a 10 GeV dark matter particle. As in the pre-



ANOMALIES IN THE SKY

Figure 3. TS value as function of the line energy Eγ , obtained by analysing the energy spectra
from the different target regions in Fig. 1. Left and right panels show the results for the SOURCE
and ULTRACLEAN event classes, respectively. The inset shows a zoom into the most interesting
region. The horizontal gray dotted lines show respectively from bottom to top the 1σ to 3σ levels
after correcting for trials (without trial correction the significance is given by

√
TSσ). In the right

panel, the gray crosses show the TS values that we obtain when instead adopting the target region
and energy window sizes from Refs. [44, 45].

regions, from which only the five most interesting ones are shown in this paper.6 These
target regions are partially subsets of each other, but we conservatively treat them as being
statistically independent. However, we do not attribute trials to the scan over SOURCE and
ULTRACLEAN event classes, as these are obviously strongly correlated.

In summary, we find that the significance of a maximal TS value TSmax can in good
approximation be derived from 10×12.7 = 127 trials over a χ2

k=1.35 distribution. In practice,
one has to solve

CDF(χ2
k=1.35;TSmax)

127 = CDF(χ2
k=1;σ

2) (2.9)

for σ. Here, CDF(χ2
k;x) is the cumulative distribution function, which gives the probability

to draw a value smaller than x from a χ2
k distribution.

3 Main Results

In each of the spectra shown in Fig. 1 we perform a search for gamma-ray lines in the range
Eγ = 20–300 GeV as described above. The resulting TS values as function of the gamma-
ray line energy Eγ are shown in the left and right panels of Fig. 3 for the SOURCE and
ULTRACLEAN event classes, respectively. In regions Reg2, Reg3 and Reg4, we find TS
values that are surprisingly large, and which indicate a high likelihood for a gamma-ray line
at Eγ ≈ 130 GeV. The largest TS value is obtained in case of the SOURCE events in Reg4
and reads TS = 21.4 (corresponding to 4.6σ before trial correction). Taking into account
the look-elsewhere effect as discussed above, the trial corrected statistical significance for the
presence of a line signal in the LAT data is 3.3σ.

The fits that yield the highest significance for a line contribution are shown in Fig. 4 for
the regions Reg2, Reg3 and Reg4, and for SOURCE and ULTRACLEAN events. In the upper
sub-panels, we plot the LAT data with statistical error bars, as well as the total predicted

6The other target regions correspond to α = 1.05, 1.1, 1.2 and 1.4 as well as the Fermi Bubble template
from Ref. [64].
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Fig. 2.— The gamma-ray spectrum in Regions 3 (Einasto Profile, left) and 4 (r−1.15 profile, right), from the analysis of Weniger (2012),
and the best-fit power-law (red dashed), power-law plus monochromatic line at Eγ = 130 GeV, smeared by the LAT energy resolution
(green), and a broken power-law (blue) similar to the spectrum observed in the Fermi bubbles regions.

gle power-law produces a best fit spectrum with a spec-
tral index intermediate between the two spectral indices
from the best-fit broken power-law. In the case which
is relevant here, where the high energy spectral index is
softer than the low energy index, this creates a deficit
in medium energy emission which is always most pro-
nounced at the point of the spectral break. Neglecting
complicating factors such as an energy dependence in the
statistical error of the input function, the addition of a
delta-function “bump” will provide the largest improve-
ment to the overall fit when the delta-function resides
at the point of the spectral break. This effect is all the
more pronounced the narrower the energy window under
consideration. Notice that the TS method employed in
W12 in fact picks up several apparent spectral breaks,
as can be seen by comparing the spectra shown in the
right panels of Figure 1 of W12 with the results shown
in Figure 2 of W12 at energies around 25, 40, 50 and,
naturally, with much higher significance, 130 GeV.
We start by considering the fluxes presented in App. A

of W12, restricting our analysis to the sliding energy win-
dow where the most highly statistically significant line is
claimed (i.e. approximately between 80 and 200 GeV).
We find that a spectrum similar to that inferred for the
hard emission in the Fermi bubbles provides a goodness
of fit to the gamma-ray data which is of comparable qual-
ity to that obtained by adding a gamma-ray line. This
is illustrated in Fig. 2, where we show fits to the data
quoted in W12 and obtained from the SOURCE events
selections (Pass 7 Version 6) for Regions 3 and 4. We
employ a power law (red dashed line), a power law plus
a line at 130 GeV (smeared by the energy resolution of
the LAT at 130 GeV, solid green line), and a broken

power-law (break set at 130 GeV, solid blue line). We
obtain slightly better χ2 per degree of freedom in the
case of the power-law plus line with respect to the bro-
ken power-law (1.20 versus 1.26 for Reg3, and 1.04 versus
1.10 for Reg4). However, this difference is not statisti-
cally significant. Note that although we let the broken
power-law slopes vary freely, we obtain spectra that are
compatible with those found in a similar energy range
by Su et al. (2010) for the Fermi bubbles. This provides
a preliminary indication that the gamma rays identified
as originating from a monochromatic 130 GeV emission
might potentially stem from the astrophysical process
that produces the hard spectrum observed in the Fermi
bubbles region.
An important aspect of the spectral fitting procedure is

the size of the energy window. While this should exceed
the instrumental energy resolution, the signal should be
resilient to changes in the size of the “sliding” energy
window. Indeed, W12 demonstrates this point in a com-
pelling manner with Figure 8, where it is shown that
the TS value is essentially stable as a function of ε,
where the energy windows centered around Eγ = E0

are [E0/
√
ε, min(E0

√
ε, 300 GeV)]. Here we argue that

while increasing the energy window does not reduce the
TS for the fit with a line, it does increase the quality of
the fit with a broken power-law. This seems to indicate
that when a larger portion of the spectrum is taken into
consideration, the line appears more and more like the
edge of a broken power-law, rather than as a monochro-
matic gamma-ray line. We consider this to be an addi-
tional hint pointing towards a Fermi bubbles origin for
the hard photon events.

2

Fig. 1.— The target ROI’s employed in Weniger (2012) (repro-
duced here with permission of the Author), overlaid with the con-
tours corresponding to the Fermi bubbles regions as determined
in Su et al. (2010). The three panels refer to three different as-
sumptions for the dark matter density profile, specifically an NFW
Profile (top), an Einasto profile (middle) and an NFW with an
inner power-law slope r−1.15 (bottom).

region is chosen to maximize the signal-to-noise; for a
given direction in the sky, the signal is defined as the
integral over a given line of sight of the density profile
squared, while the noise is defined as the square-root
of the number of photons in the 1-20 GeV energy
range in the given direction, within a certain angular
region. As a result, cored profiles tend to produce ROI’s
extending over very large angular regions, while profiles
with a steeply rising central density select preferentially
regions closer to the Galactic center, excluding the
Galactic plane where the “noise” is especially large. We
reproduce in Fig. 1 the resulting regions (taken from
W12, with permission of the Author) for three dark
matter density profiles (respectively a Navarro-Frenk
and White (NFW) profile for Reg2, an Einasto profile
for Reg3 and a generalized NFW profile, with an inner
density proportional to r−1.15, with r the radial distance
from the Galactic center, for Reg4 – see W12 for details).
The three regions correspond to those where tentative
evidence for a gamma-ray line was found in W12.

2. A GAMMA-RAY LINE AND THE FERMI BUBBLES

As a result of the procedure determining the ROI in
Bringmann et al. (2012) and in W12, the selected regions
in the sky overlap very significantly with the region where
giant gamma-ray bubbles (known as the “Fermi bub-
bles”) have been recently discovered (Su et al. 2010). In
order to illustrate this point we overlay in Fig. 1 the
bubbles’ contours, as determined by Su et al. (2010), di-
rectly on the three ROIs determined in W12 that lead to
the most significant line excess. It is clear that most of
the highest signal-to-noise regions used by W12 are con-
tained within the Fermi bubbles. As we discuss below,
this is a crucial observation, since the Fermi bubbles have
been found to host a hard gamma-ray spectrum, with
a possible spectral break at energies between 100 and
200 GeV. This spectrum is significantly distinct from
the (softer) power-law spectrum expected from inverse
Compton or hadronic processes (Su et al. 2010), and
from the power-law observed in the isotropic gamma-ray
component in the Fermi-LAT sky (Abdo et al. 2010b).
The gamma-ray emission associated with the bubbles is
in general a complicating factor in using diffuse gamma-
ray data as a probe of dark matter (as explicitly pointed
out already in Su et al. 2010). Here, we show that indeed
the hard emission from the Fermi bubbles can be respon-
sible for, or at the least is a very significant contaminant
to, the claimed evidence for a gamma-ray line reported
in W12.
The key features of the Fermi bubbles are (i) a very

broad extension in the sky, about 50◦ above and below
the Galactic center with a maximum width of 40◦, (ii) the
previously mentioned hard spectrum (dN/dE ∼ E−2),
and (iii) the absence of spatial variation in the gamma-
ray spectrum throughout the bubble regions or between
the North and South bubbles (Su et al. 2010). In ad-
dition, sharp edges are observed corresponding to the
contours reproduced in Fig. 1. Although several hy-
potheses have been put forward to explain the origin,
spectrum and morphology of the Fermi bubbles, no con-
sensus has been reached so far. Astrophysical processes
that might be related to the production of the hard ex-
cess gamma-ray emission observed in the Fermi bubbles
region include recent AGN jet activity in the Galactic
center (e.g. Guo & Mathews 2011), star capture by the
central super-massive black hole (e.g. Cheng et al. 2011),
and a population go high-energy confined cosmic-ray
protons (e.g. Crocker & Aharonian 2011; Crocker et al.
2011). As argued in the original work of Su et al. (2010),
a dark matter interpretation for the bubbles is unlikely,
especially based on spectral features, morphology and
the associated radio and X-ray counterparts. Contrived
dark matter density profiles and/or diffusion models
must be invoked to explain the bubbles’ gamma-ray spec-
trum with dark matter annihilation (see e.g. Dobler et al.
2011). Finally, we note that the gamma-ray flux ex-
tracted by Su et al. (2010) (see e.g. their Figure 14)
shows an extremely hard spectrum, which softens sharply
at energies of around 110-150 GeV.
The sudden softening of the Fermi bubbles spectrum

at an energy of approximately 150 GeV (Su et al. 2010,
Fig. 14) is important, as this spectral break can eas-
ily be confused with a gamma-ray line. In general, any
attempt to match a broken power-law spectrum by a sin-
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component with free normalization is included and is even lower when the CR level is fixed either

to the fiducial or the optimal levels. There is a general trend for the significance to peak in the mass

range 20−60 GeV for all three clusters. This is consistent with the conclusion of Hooper & Linden

(2011), who claim that a DM model with particle mass in the range 25− 45 GeV annihilating into

bb̄ final states can explain the excess extended emission observed from the direction of the Galactic

center.
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Fig. 4.— TS values for a DM component annihilating through the bb̄ channel. Different colors rep-

resent different clusters. Solid lines correspond to the extended model while dashed lines correspond

to the point source model. The four panels are for the various CR models as labeled.

To facilitate comparison between all different model families and assess the significance of a

CR component, we show the maximum likelihood values for each model of the Virgo cluster in

Figure 5. As seen in the TS curves, the likelihood for the extended model is always higher than

that for the point source model. For the most likely mass range, 20 ∼ 60 GeV, the No-CR and

Free-CR models with extended DM emission share the highest likelihood, with the No-CR model

being superior by having one fewer parameter. Actually there is effectively no contribution from

CR when CR and DM are fitted simultaneously for this particle mass range, and the fiducial and

optimal CR levels are above the 95% CR upper limit predicted from the Free-CR model in the
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Fig. 12.— Observed and fitted energy spectrum in the inner 3 degrees of each cluster. The top

panels show the counts (circles with error-bars) and the null model (the model without CR or DM;

solid line) fit in each energy bin, multiplied by the energy of the bin to reduce the dynamic range.

The lower panels show the residual for the no-CR model (black dashed line), the best-fit CR model

without DM (green dashed) and the best-fit DM model without CR (red dashed) for the case of

Mχ ≈ 30 GeV annihilating into the bb̄ channel, normalized by the estimated Poisson error in each

bin. For comparison we also show the contribution from the CR (green solid line) and DM (red

solid line) components in the corresponding models. For Virgo the black solid line in the lower

panel shows the contribution from the central AGN in the null model. The best-fit parameters

are taken from the global best fit, i.e, from fitting the entire 10 degree region. Note that we have

rebinned the data into 10 energy bins to produce this plot.
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particle mass of 2 − 10 GeV is preferred, which is also consistent with the values inferred from

analysis of the Galactic center emission by Hooper & Linden (2011). In addition, a second region

of high significance is obtained for Mχ > 1 TeV. The inferred cross-section falls below the canonical

value for DM particle masses less than 10 GeV. Note the discontinuity in the upper limit predictions

around 100 GeV which reflects the transition from the prompt annihilation dominated regime to

the IC emission dominated regime in the photon spectrum.
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Fig. 8.— TS values for DM annihilating through the µ+µ− channel. Line styles are as in Figure 4.

4.5. Examination of the excess emission

To pin down the source of the significance of our fits, in Figure 11 we break down the TS value

for our preferred particle model into contributions from four radial ranges. Clearly, most of the

significance for the DM model comes from the region within 3 degrees around each cluster. The

spectrum within this region (Figure 12) shows excess emission around 1 GeV for all three clusters

relative to a fit with no DM or CR components (the null model). This excess is consistent with an

almost scale-free spectrum (dN/dlnE ∼ const), picking out DM particles in the range 20− 60 GeV

for bb̄ and 2−10 GeV for µ+µ− final states, for which the cutoff at the high energy end and the IC
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Fig. 12.— Observed and fitted energy spectrum in the inner 3 degrees of each cluster. The top

panels show the counts (circles with error-bars) and the null model (the model without CR or DM;

solid line) fit in each energy bin, multiplied by the energy of the bin to reduce the dynamic range.

The lower panels show the residual for the no-CR model (black dashed line), the best-fit CR model

without DM (green dashed) and the best-fit DM model without CR (red dashed) for the case of

Mχ ≈ 30 GeV annihilating into the bb̄ channel, normalized by the estimated Poisson error in each

bin. For comparison we also show the contribution from the CR (green solid line) and DM (red

solid line) components in the corresponding models. For Virgo the black solid line in the lower

panel shows the contribution from the central AGN in the null model. The best-fit parameters

are taken from the global best fit, i.e, from fitting the entire 10 degree region. Note that we have

rebinned the data into 10 energy bins to produce this plot.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 1: The positron flux ratio, generated with the parameters described in the text and Table I with a
MfW

= 180 GeV wino. The solid line is the ratio of the total positron flux, which includes the positrons from the
wino annihilation, the density fluctuation factor, the astrophysical flux and the conventional astrophysics
background to positrons plus electrons The dash line has the same components but without the density fluctuation
factor. The dash-dot line contains just the wino annihilation and the conventional astrophysics background, and the
dot line is the ratio of the secondary positrons only.The data are from [22], Our analysis assumes the reported
normalization of the Fermi and PAMELA data. If those change it will affect the higher energy extrapolation here.
Note that the predicted positron fraction does not continue to rise. At the PAMELA meeting in Rome[20] data was
reported with the four higher energy points about 10% lower than shown here, but we do not show that data since it
has not yet been published.
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FIG. 2: The antiproton flux ratio. The solid line is the ratio of the total antiproton flux, which include the
antiproton from wino annihilation, and conventional astrophysics background, the dash line has the same
components but without the density fluctuation factor, the dot line is astrophysics background only. The data are
from PAMELA [23]. At the PAMELA meeting in Rome[20], data was reported with the last bin increased by 70%,
and a bin up to 185 GeV with three events, but we do not show the data since it is not published. Note the signal is
larger than the background down to very low energies.
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the Galactic Center is significantly di↵erent from those
observed elsewhere, it does not appear to be possible to
account for the observed signal with pulsars. Further-
more, it is also di�cult to accommodate the very spa-
tially concentrated morphology of the observed gamma-
ray emission with pulsars. To match the observed an-
gular distribution of this signal, the number density of
pulsars would have to fall o↵ with the distance to the
Galactic Center at least as rapidly as r�2.5. In contrast,
within the innermost parsec of the Galactic Center, the
stellar density has been observed to fall o↵ only about
half as rapidly, r�1.25 [42]. Even modest pulsar kicks of
⇠ 100 km/s would allow a pulsar 10 pc from the Galac-
tic Center to escape the region, consequently broadening
the angular width of the signal. Unlike with most astro-
physical sources or mechanisms, annihilating dark matter
produces a flux of gamma-rays that scales with its den-
sity squared, and thus can much more easily account for
the high concentration of the observed signal from the
Galactic Center.

C. Synchrotron Emission From The Inner Galaxy’s
Radio Filaments

If dark matter annihilations produce mostly charged
leptons, as implied by the Galactic Center’s gamma-ray
spectrum, then electrons and positrons should carry away
much of the total power produced in this process. Elec-
tron and positron cosmic rays lose much of their energy to
synchrotron emission, providing a potentially detectable
signal for telescopes operating at radio and microwave
frequencies [43].

Particularly promising sources of dark matter-powered
synchrotron emission are the peculiar astrophysical ob-
jects known as non-thermal radio filaments. Radio fil-
aments are long (⇠40 pc) and thin (⇠1 pc) structures,
found at distances between 10 and 200 pc from the Galac-
tic center. The very hard spectra of highly polarized ra-
dio synchrotron emission observed from these objects [44]
imply that they contain highly ordered poloidal magnetic
fields of strength on the order of ⇠100 µG [45]. These
strong and highly ordered magnetic fields lead the fil-
aments to act as magnetic mirrors, e�ciently rejecting
incident electrons and retaining those electrons within
their volumes.

The spectrum of electrons that must be contained
within the Milky Way’s radio filaments in order to pro-
duce their extremely hard synchrotron emission has long
been a challenge to explain astrophysically. Since the
1980s, observations of radio filaments have revealed a
turnover at ⇠10 GHz in the synchrotron spectrum, im-
plying an electron energy spectrum that is strongly
peaked (sometimes described in the radio astronomy lit-
erature as “monoenergetic” [46, 47]) at an energy of ap-
proximately ⇠10 GeV, propagating in a magnetic field
on the order of 100 µG [46, 48, 49]. The leading as-
trophysical mechanism proposed to explain these spectra

FIG. 3: The spectra of synchrotron emission observed from
the Milky Way’s non-thermal radio filaments imply that they
contain a spectrum of electrons/positrons that is strongly
peaked at energies near ⇠10 GeV. Here, we compare the ob-
served spectra of four particularly well measured radio fila-
ments [56] to that predicted from dark matter annihilations
(mDM = 10 GeV, annihilating equally to e+e�, µ+µ� and
⌧+⌧� with �v = 7 ⇥ 10�27 cm3 s�1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top
left), G0.08+0.15 (Northern Thread, top right), G0.16-0.14
(Arc Filament, bottom left) and G359.1-0.2 (the Snake, bot-
tom right). The magnetic field strengths, filamentary widths,
and synchrotron energy loss times have been chosen to ac-
commodate each filament. This figure was adapted from one
originally appearing in Ref. [14].

involves magnetic reconnection zones that are formed in
collisions between radio filaments and molecular clouds,
leading to an electric potential capable of accelerating
electrons to their required energy [47, 50]. This scenario
fails, however, to explain why so many observed radio fil-
aments exhibit such similar spectra [51] (especially those
without associations with molecular clouds [52, 53]). Fur-
thermore, recent simulations find that it is unlikely that
such a mechanism would be capable of accelerating elec-
trons to energies much above 10 MeV, several orders of
magnitude below that needed to explain the observed
synchrotron signal [54, 55].
While astrophysical mechanisms struggle to explain

the strongly peaked spectrum of ⇠10 GeV electrons
present within the Milky Way’s radio filaments, the anni-
hilations of 10 GeV dark matter particles to leptons (in-
cluding to e

+
e

�) can easily accommodate the observed
spectra. In Fig. 3, the spectrum of radio emission ob-
served from four particularly well measured filaments [56]
is compared to the synchrotron flux and spectrum pre-
dicted from the electrons produced through the annihi-
lations of a 10 GeV dark matter particle. As in the pre-

5

FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-
tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like
emission, as found by the authors of Refs. [10], [34], and [35]. Above ⇠300 MeV, the majority of the observed emission is
spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,
as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark
matter particle with an annihilation cross section of �v = 7⇥ 10�27 cm3/s and which annihilates only to leptons (e+e�, µ+µ�

and ⌧+⌧�, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations
proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with � = 1.3. This figure originally appeared
in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from
the annihilations of a 10 GeV dark matter particle
(dot-dashed) and from a component extrapolated from
HESS’s observations of the Galactic Ridge (dots) [36].
The sum of these contributions (solid) provides a good fit
to the total observed spectrum, for dark matter which an-
nihilates mostly to leptons (the gamma-ray flux is dom-
inated by annihilations to ⌧

+
⌧

�), possibly with a sub-
dominant fraction proceeding to hadronic final states. To
accommodate the angular extent of the observed gamma-
ray signal, a dark matter distribution of approximately
⇢DM / r

�1.25 to r

�1.4 is required [9]. Interestingly,
the annihilation cross section required to normalize the
gamma-ray signal is not far from the value predicted for
a simple thermal relic (�v = 3 ⇥ 10�26 cm3/s). Adopt-
ing central values for the local dark matter density [24],
the annihilation cross section to ⌧

+
⌧

� is required to be
�v⌧⌧ ⇡ (1� 5)⇥ 10�27 cm3/s for a dark matter distribu-
tion with an inner slope of 1.3 to 1.4. If the dark matter
also annihilates to electrons and muons at a similar rate,
the total annihilation cross section falls within a factor
of a few of the canonical estimate of 3⇥ 10�26 cm3/s.1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5� [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-
sion observed from the Galactic Center region have been
discussed [9], considerable challenges are faced by such
interpretations. Possibilities that have been considered
include emission from the central supermassive black
hole [10, 35], and from a population of unresolved point
sources, such as millisecond pulsars [39].
In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed
morphology of the gamma-ray signal. The observed an-
gular extent of the emission could be reconciled, how-
ever, if the gamma-rays originate from cosmic rays that
have been accelerated by the black hole and then di↵use
throughout the surrounding interstellar medium, produc-
ing pions through interactions with gas [35, 40]. The
spectral shape of the spatially extended emission is very
di�cult to account for with gamma-rays from pion decay,
however. Even for a monoenergetic spectrum of protons,
the resulting spectrum of gamma-rays from pion decay
does not rise rapidly enough to account for the observed
gamma-ray spectrum.
A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed
to account for the observed emission [9, 10, 39]. The spec-
tra observed from among the 46 pulsars in the FGST’s
first pulsar catalog, however, are typically much softer
than is observed from the Galactic Center [9, 41]. Unless
the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].

GC excess! Radio filaments!
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particle mass of 2 − 10 GeV is preferred, which is also consistent with the values inferred from

analysis of the Galactic center emission by Hooper & Linden (2011). In addition, a second region

of high significance is obtained for Mχ > 1 TeV. The inferred cross-section falls below the canonical

value for DM particle masses less than 10 GeV. Note the discontinuity in the upper limit predictions

around 100 GeV which reflects the transition from the prompt annihilation dominated regime to

the IC emission dominated regime in the photon spectrum.
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Fig. 8.— TS values for DM annihilating through the µ+µ− channel. Line styles are as in Figure 4.

4.5. Examination of the excess emission

To pin down the source of the significance of our fits, in Figure 11 we break down the TS value

for our preferred particle model into contributions from four radial ranges. Clearly, most of the

significance for the DM model comes from the region within 3 degrees around each cluster. The

spectrum within this region (Figure 12) shows excess emission around 1 GeV for all three clusters

relative to a fit with no DM or CR components (the null model). This excess is consistent with an

almost scale-free spectrum (dN/dlnE ∼ const), picking out DM particles in the range 20− 60 GeV

for bb̄ and 2−10 GeV for µ+µ− final states, for which the cutoff at the high energy end and the IC
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Fig. 12.— Observed and fitted energy spectrum in the inner 3 degrees of each cluster. The top

panels show the counts (circles with error-bars) and the null model (the model without CR or DM;

solid line) fit in each energy bin, multiplied by the energy of the bin to reduce the dynamic range.

The lower panels show the residual for the no-CR model (black dashed line), the best-fit CR model

without DM (green dashed) and the best-fit DM model without CR (red dashed) for the case of

Mχ ≈ 30 GeV annihilating into the bb̄ channel, normalized by the estimated Poisson error in each

bin. For comparison we also show the contribution from the CR (green solid line) and DM (red

solid line) components in the corresponding models. For Virgo the black solid line in the lower

panel shows the contribution from the central AGN in the null model. The best-fit parameters

are taken from the global best fit, i.e, from fitting the entire 10 degree region. Note that we have

rebinned the data into 10 energy bins to produce this plot.
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Fig. 1. A Richardson-Lucy sky map of extended emission in the summed Ps analysis intervals (the combination of the intervals 410–430,
447−465, and 490–500 keV). The contour levels indicate intensity levels of 10−2, 10−3, and 10−4 ph cm−2 s−1 sr−1. Details are given in the text.

above about 300 keV, and since we are analyzing rather nar-
row energy intervals above 400 keV the fact that we do not
yet detect them is not surprising. We therefore conclude that
the point sources found by us using SPIROS are all spurious,
resulting from SPIROS’ attempt to account for intrinsically dif-
fuse emission with a set of point sources.

3.2. Model fitting

A more quantitative approach for studying the Galactic dis-
tribution of the observed extended emission is model fit-
ting, which we performed using a maximum likelihood multi-
component fitting algorithm (Knödlseder et al. 2005) outlined
in Sect. 2.

We first modelled the emission in the three summed
Ps analysis intervals4 by an ellipsoidal distribution with a
Gaussian radial profile and determined the best-fit centroid
location (l0, b0) and extent in Galactic longitude and latitude
(FWHMl, FWHMb). We then combined this Galactic bulge
model with one of two models for emission from the Galactic
disk: both HI (Dickey & Lockman 1990) and CO (Dame et al.
1987) distributions are tracers of Galactic matter and are be-
lieved to correlate with diffuse emission (cf. Harris et al. 1990;
Kinzer et al. 1999; Strong et al. 2004). The results of these fits
are summarized in Table 1. In each of these fits, the Crab and
Cygnus X-1 were included as steady point sources whose in-
tensities were fitted. When including the four highest-energy
sources reported by Bouchet et al. (2005) the quality of the fits
is only slightly improved and the fit results do not change sig-
nificantly; therefore these point sources were excluded from the
final analysis.

As can be seen from Table 1, the centroid of the bulge
emission is the same within errors for all three models. There
is marginal evidence for a slight offset of the centroid from
the GC, but it is of a magnitude that could easily result from

4 Results for the individual energy intervals are consistent within
statistical uncertainties.

the combined effects of statistical and systematic biases in the
background model (indeed, there is a similarly marginal, but
opposite, offset of the centroid in the 511 keV line emission;
Knödlseder et al. 2005). The extent of the bulge emission, and
its flux, do depend on the sky model. If the extended emission
is modelled by a bulge component only, then there is marginal
evidence for the bulge emission to be more extended in lon-
gitude than in latitude (the ellipticity ε ≡ FWHMb/FWHMl

deviates by about 1.5σ from unity). However, inclusion of a
Galactic disk component improves the fits, with the signifi-
cances of the HI distribution and of the CO distribution being
about 2.8σ and 4.0σ, respectively, favouring the latter. Another
reason to adopt the CO distribution as the better disk model
of the two is the fact that the resulting total sky flux of about
(2.8±0.5)×10−3 ph cm−2 s−1 agrees well with the value of about
2.5 × 10−3 ph cm−2 s−1 determined with SMM5 in the Ps anal-
ysis intervals, whereas the total bulge and HI disk model flux
of (5.4 ± 1.5) × 10−3 ph cm−2 s−1 is only marginally consistent
with the SMM spectrum of Harris et al. (1990).

Inclusion of a Galactic disk component in the fits also ren-
ders evidence for ellipticity of the bulge component insignif-
icant. The bulge shape is consistent with circular symmetry,
with a FWHM of about 8◦, in agreement with our results for the
511 keV line (Knödlseder et al. 2005). As is the case for the an-
nihilation line, the extent of the Ps continuum bulge emission
is slightly larger than that derived by Kinzer et al. (2001) from
OSSE observations. However, the difference is not very signif-
icant, and it is possible that there is bias in the OSSE analysis
favouring a smaller bulge extent (Kinzer et al. 2001).

The fluxes that are attributed to the disk components exceed
the bulge flux by factors of 2−4 (see Table 1). However, since
the disk flux is distributed over a much larger sky region, the
corresponding surface brightness is much lower. The model fits
therefore confirm the mapping result: the intensity of extented

5 The Gamma Ray Spectrometer on board the Solar Maximum
Mission (Forrest et al. 1980).
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Fig. 25.— The inner slope of the dark matter density profile plotted against the radius of the

innermost point. The inner-slopes of the mass density profiles of IC 2574 and NGC 2366 are

overplotted with earlier work; they are consistent with previous measurements. Open circles: de

Blok et al. (2001); squares: de Blok & Bosma (2002); open stars: Swaters et al. (2003). The

pseudo-isothermal model is preferred over the NFW model to explain the observational data.
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particle mass of 2 − 10 GeV is preferred, which is also consistent with the values inferred from

analysis of the Galactic center emission by Hooper & Linden (2011). In addition, a second region

of high significance is obtained for Mχ > 1 TeV. The inferred cross-section falls below the canonical

value for DM particle masses less than 10 GeV. Note the discontinuity in the upper limit predictions

around 100 GeV which reflects the transition from the prompt annihilation dominated regime to

the IC emission dominated regime in the photon spectrum.
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Fig. 8.— TS values for DM annihilating through the µ+µ− channel. Line styles are as in Figure 4.

4.5. Examination of the excess emission

To pin down the source of the significance of our fits, in Figure 11 we break down the TS value

for our preferred particle model into contributions from four radial ranges. Clearly, most of the

significance for the DM model comes from the region within 3 degrees around each cluster. The

spectrum within this region (Figure 12) shows excess emission around 1 GeV for all three clusters

relative to a fit with no DM or CR components (the null model). This excess is consistent with an

almost scale-free spectrum (dN/dlnE ∼ const), picking out DM particles in the range 20− 60 GeV

for bb̄ and 2−10 GeV for µ+µ− final states, for which the cutoff at the high energy end and the IC
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Fig. 12.— Observed and fitted energy spectrum in the inner 3 degrees of each cluster. The top

panels show the counts (circles with error-bars) and the null model (the model without CR or DM;

solid line) fit in each energy bin, multiplied by the energy of the bin to reduce the dynamic range.

The lower panels show the residual for the no-CR model (black dashed line), the best-fit CR model

without DM (green dashed) and the best-fit DM model without CR (red dashed) for the case of

Mχ ≈ 30 GeV annihilating into the bb̄ channel, normalized by the estimated Poisson error in each

bin. For comparison we also show the contribution from the CR (green solid line) and DM (red

solid line) components in the corresponding models. For Virgo the black solid line in the lower

panel shows the contribution from the central AGN in the null model. The best-fit parameters

are taken from the global best fit, i.e, from fitting the entire 10 degree region. Note that we have

rebinned the data into 10 energy bins to produce this plot.

extended emission!

cores!

INTEGRAL!

Positrons!

THE CURSE OF PLAUSIBILITY
I like Dark Force WIMPs!



• The Sky has become the dominant source of data that 
motivates our thinking

• But it is also the region with the largest uncertainties

•We are not getting any definitive support from LHC or DD 
(yet)

• I can tell plausible stories that dark matter has been 
discovered

• I can tell plausible stories about astrophysical backgrounds

THE CURSE OF PLAUSIBILITY



QUESTIONS

•What anomalies could be dark matter?

•What will convince us that they’re really DM? What would 
convince us they really are not?

• And I don’t mean some pie-in-the-sky amalgam of data, 
because it doesn’t appear it will be like that

• And don’t say a line



CONCLUSIONS

•Midway through the era of data it is either a major 
disappointment or succeeding beyond our wildest 
expectations




