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Milky Way satellites: served two ways

1. Massive subhalos in LCDM simulations of Milky Way: 
“Too big to fail?”

2. Limits on WIMP cross section and masses using dwarf 
spheroidal satellites of the Milky Way

3. Uncertainties in measuring dark matter halo masses

Case study I: Segue 1

Case study II: Bright satellites



Milky Way satellites
Name  Year Discovered
LMC --
SMC --
Sculptor  1937
Fornax  1938
Leo II 1950
Leo I 1950
Ursa Minor 1954
Draco  1954
Carina  1977
Sextans  1990
Sagittarius  1994
Ursa Major I  2005
Willman I  2005
Ursa Major II 2006
Bootes 2006
Canes Venatici I 2006
Canes Venatici II 2006
Coma  2006
Segue I  2006
Leo IV 2006
Hercules  2006
Leo T  2007
Bootes II 2007
LeoIV           2008
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Mass of the optically visible satellites
Individual stellar velocity data gives the total mass 
within the half‐light radius with very mild dependence 
on velocity dispersion anisotropy

Walker et al ApJ 704 (2009)
Wolf et al MNRAS 406 (2010)

Velocity dispersion of satellites

Mass within half-light radius

Density profile for a typical LCDM sub‐
halo of a Milky Way sized halo. 
Another way to see the common mass 
observa,on [Strigari et al 2008]



1: Too big to fail? The most massive 
apparently don’t light up...

Fits to mass profiles of the 
most massive subhalos 
from Aquarius simulation 
[Springel et al 2009] shown

Bright satellites shown

Measured mass within 
half-light radius is too 
small to be consistent with 
the most massive subhalos
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Not the ``missing satellites” problem: 
observed satellites are not dense enough

More than just missing satellites:
a density issue?

Dark satellites !L!105Lsun"

Luminous
satellites !L"105Lsun"
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Brightest satellites 
are not dense enough 
in dark matter to 
inhabit the most 
massive subhalos 
predicted in LCDM.

Total dark matter mass (on average)
Dark matter density at fixed radius (on average) 



Possible solutions to why the most 
massive don’t seem to light up: 1

The comparison to LCDM expectations is 
not valid because the Milky Way is not as 
massive as the range (9e11 to 2e12 Msun) 
in Aquarius

Dynamics of Large Magellanic Cloud 
(rare if not bound)

Kinematics of Leo I (not bound if MW 
virial mass less than ~1e12 Msun)

Velocities of halo stars from SDSS argue 
for MW virial mass ~1e12 Msun.

Local circular velocity measurements 
also suggest similar mass range

Milky Way is an outlier and just 
doesn’t have these subhalos. Live 
with it! 

Must explain Large and Small 
Magellanic Clouds

Andromeda satellites look 
similar! [Tollerud et al (SPLASH 
collaboration) 2011]

Boylan-Kolchin, Bullock, Kaplinghat 2011



Possible solutions to why the most 
massive don’t seem to light up: 2

Most massive do become luminous but 
outflows due to feedback reduce their 
central densities. These “blow-out” 
scenarios don’t seem to work 
effectively in satellites. 

[e.g., Navarro, Eke, Frenk 1996, 
Governato et al 2012]

The meagre stellar content of the 
satellites is a stringent limitation.

At early times, the amount of 
baryons available to blow-out is a 
severe limitation.

Boylan-Kolchin, Bullock, Kaplinghat 2011



Possible solutions to why the most 
massive don’t seem to light up: 3

Most massive do become luminous but 
dark matter microphysics sets an upper 
limit to the central density

Must preserve the successes of LCDM 
on large scales and for more massive 
galaxies (around 100 km/s and 
higher.) 

Not be in conflict with other 
measurements of shapes and 
densities of dark matter halos. There 
is a large diversity of behavior in 
galaxies!

[Subjective view] Must explain not 
just dwarfs but also problems on 
other scales.

The dark matter microphysics solution 
should not be constrained to reduce 
substructure in MW sized halos. UV 
feedback will quench SF in low mass 
(V<20km/s) halos [Bullock et al 2001].

Boylan-Kolchin, Bullock, Kaplinghat 2011



Possible solutions to why the most 
massive don’t seem to light up: 3

Most massive do become luminous 
but dark matter microphysics sets 
an upper limit to the central density

Must preserve the successes of 
LCDM on large scales and for 
more massive galaxies (around 
100 km/s and higher.) 

Not be in conflict with other 
measurements of shapes and 
densities of dark matter halos. 
There is a large diversity of 
behavior in galaxies!

Doesn’t have to solve the 
“missing satellites” problem

Warm dark matter [Gunn and 
Tremaine 1979, Bond, Efstathiou, Silk 
1980]

Sterile neutrinos [Dodelson and 
Widrow 1994]

Weak-scale mass gravitinos 
[Kaplinghat 2005, Cembranos et 
al 2005]

Self-interacting dark matter [Spergel 
and Steinhardt 2000, Firmani et al 
2000]

Massive and massless force 
carriers [Feng, Kaplinghat, Yu, Tu 
2009, Feng, Kaplinghat, Yu 2010, 
Loeb and Weiner 2011]



Galaxy formation looks stochastic at the 
faint end

Bright MW dwarfs and THINGS 
galaxies (tabulated in Oh et al. 2011) 
lie higher than the z = 0  abundance 
matching relation (solid curve), as 
well as its extrapolation to lower 
rotation velocities. 

The shaded region around the 
abundance matching relation shows 
allowed scatter in stellar mass.

Something interesting is happening 
around 50 km/s! 

Boylan-Kolchin, Bullock, Kaplinghat 2011



Cores in the dark matter halos of satellites 

16

FIG. 9.— Results for the Carina, Fornax and Sculptor dSphs. Panels display posterior PDFs for model parameters, obtained from applying the two stellar subcomponent models

introduced in Section 3. Table 2 lists median values and 68% (95%) confidence intervals derived from these PDFs.

FIG. 10.— Left, center: Constraints on halflight radii and masses enclosed therein, for two independent stellar subcomponents in the Fornax and Sculptor dSphs. Plotted points

come directly from our final MCMC chains, and color indicates relative likelihood (normalized by the maximum-likelihood value). Overplotted are straight lines indicating the central

(and therefore maximum) slopes of cored (limr→0 d logM/d log r] = 3) and cusped (limr→0 d logM/d logr] = 2) dark matter halos. Right: Posterior PDFs for the slope Γ obtained for
Fornax and Sculptor. The vertical dotted line marks the maximum (i.e., central) value of an NFW profile (i.e., cusp with γDM = 1, limr→0[d logM/d log r] = 2). These measurements
rule out NFW and/or steeper cusps (γDM ≥ 1) with significance s! 96% (Fornax) and s! 99% (Sculptor).

sufficiently near the dSph to be observed and counted as
bound members (e.g., Piatek & Pryor 1995; Oh et al. 1995;
Read et al. 2006; Klimentowski et al. 2007; Peñarrubia et al.
2008b, 2009). Both phenomena affect the outer more than
the inner parts of a satellite—thus tidal heating is the only
process we identify that may cause our method to return an
over-estimate of Γ.
However, measurements of their systemic distances and ve-

locities imply that neither Fornax (D∼ 138 kpc, Mateo 1998)
nor Sculptor (D ∼ 79 kpc) experience strong tidal encoun-
ters with the Milky Way. Fornax’s line-of-sight velocity and
proper motion (Piatek et al. 2007, supported by this work)

imply a pericenter distance of rp = 118
+19
!52 kpc (Piatek et al.

2007, error bars give 95% confidence intervals), and Sculp-
tor’s imply rp ∼ 65 kpc (with 95% confidence intervals al-

lowing values as low as ∼ 30 kpc) for either of the two astro-
metric proper motion measurements (Schweitzer et al. 1995;
Piatek et al. 2006). N-body simulations by Peñarrubia et al.
(2009) and Peñarrubia et al. (2010) demonstrate that for satel-
lite halos that follow the generic density profile given by
Equation 16, the instantaneous tidal radius at pericenter is

rt ≈ rp[Mdsph(≤ rt )/(3MMW(≤ rp)]
1/3, where Mdsph(rt) is the

dSph mass enclosed within the tidal radius and MMW(≤ rp)
is the enclosed mass of the Milky Way within the peri-
centric distance. Watkins et al. (2010) have recently used
a sample of tracers (halo stars, globular clusters and satel-
lite galaxies) in the outer Galactic halo to estimate a mass

of MMW(≤ 300kpc) = 0.9± 0.3× 1012M". We obtain con-
servative lower limits for the pericentric tidal radii of For-
nax and Sculptor by considering only the stellar mass of

Walker and Penarrubia, ApJ 742 (2011)

NFW
Core

Having multiple stellar populations 
breaks degeneracies
Battaglia et al MNRAS 383, 183 (2008)
Amorisco and Evans MNRAS 411, 2118 (2011)



2: Indirect detection
Faint vs Bright Satellites

Newly discovered ultra-
faint satellites are great 
targets for indirect detection 

However, best limits (in 
case of no detection) on 
annihilation cross section 
from Draco and Ursa Minor

G. Martinez

Segue 1 curve marginalizes over the 
contribution of binary stars to the 
velocity dispersion and the stellar 
density profile of the tracer stars

Φ(E) =
< σν > Nγ(E)

8πm2
χ

∫ θ′=θmax

θ′=0
dΩ′

∫
dΩR ($θ′ − $θ)

∫ $+

$−

ρ2
DM ['(θ)]d'(θ)



Cored profiles imply larger fluxes for 
Fermi dwarf analysis
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Stacking dwarfs

Fermi-LAT collaboration, Kaplinghat, Martinez 2011

Navarro-Frenk-White profile for dark matter density vs radius assumed 
(density scales as 1/radius in the inner parts)



Case study I: Segue 1 (found in SDSS at about 23 kpc)
Tidal radius without dark matter about the same as the radius 
that contains half the light.

Existence of extremely metal poor stars and large metallicity 
spread: not found in star clusters

At relative velocity of 4 km/s, stars will move apart about 400 pc 
in the time the dwarf takes to move about 20 kpc

Simon, Geha et al, ApJ 733, 46 (2011)



Measuring mass in Segue 1 

Intrinsic dispersion 
~3.8 km/s

M(r < r1/2) =
3r1/2〈σ2

LOS〉
G

=
3 × 38pc × (3.8km/s)2

0.0043 pc M−1
" (km/s)2

= 3.8 × 105 M"

ρ(r < r1/2) = 1.7
M"
pc3

∞

About 70 members with 
multi-epoch measurements 

for about half

Simon, Geha et al, ApJ 733, 46 (2011)
Martinez, Minor ApJ 738, 55 (2011)



Segue 1 analysis: new method to handle membership 
and binaries

3

Fig. 1.— Binned data of the complete Segue 1 data sample of line-of-sight velocity (left) and metallicity (right). We infer the velocity
dispersion of Segue 1 by fitting the combined probability distribution function (dotted magenta line), composed of both the Milky Way
(dashed blue line) and Segue 1 (dash-dotted green line) distributions, to the complete data set (solid black line); this eliminates the
requirement to determine membership of each star a priori. The above graphs illustrate a high likelihood parameter set that is well fit by
the data. These parameters are marginalized over to obtain probability density functions of relevant model parameters (e.g. dispersion,
half-light radius).

velocities and metallicities in the following formulas can
be replaced by their average values over multiple epochs,
suitably weighted by the measurement errors and this is
described further in section 3 (see eqs. 13 and 14). For
each star we define r to be its projected radius from the
center of Segue 1, which is already well constrained. As-
suming there are only two stellar populations, the Milky
Way and Segue 1 galaxies, the joint likelihood for a single
data point Di = {v, w, r} is

L(Di|M ) = FLgal(Di|Mgal) + (1−F )LMW (Di|MMW ).
(1)

Here, Lgal and LMW are the individual probability distri-
butions of Segue 1 and the Milky Way galaxies parame-
terized by the set Mgal,MW . The metallicity distribution
of the member and nonmember stars are each modeled
by Gaussians with mean metallicities w̄gal, w̄MW and
widths σw,gal, σw,MW respectively. The likelihood is as-
sumed to be separable in velocity, position and metallic-
ity, so that each individual probability distribution can
now be written as

Lgal,MW (v, w, r) = Lgal,MW (w)Lgal,MW (v|r)Lgal,MW (r)
(2)

where

Lgal,MW (w) =
1√

2πσ2
w,gal,MW

exp

[
− (w − w̄gal,MW )2

2σ2
w,gal,MW

]
.

(3)
We have momentarily dropped the model parameter no-
tation M . The last factor in equation 2 has a simple
physical interpretation: the spatial probability distribu-
tion is the number density of stars normalized to unity.
Note however that this number density is the density
of observed stars which may heavily be influenced by
selection biases. Thus, we write the observed spatial
probability density as L(r) = n(r)S(x, y)/N where n(r)
is the actual number density of the sample of stars, N
is the total number of stars in the sample, and S(x, y)

is the selection bias introduced. In the classical dSphs,
which contain hundreds to thousands of bright member
stars, the selection function may be difficult to quan-
tify, but in the much sparser ultra-faints it is frequently
more straightforward to model the spectroscopic selec-
tion (Willman et al. 2010; Simon et al. 2010). Here, to
avoid spatial selection biases, we use the conditional like-
lihood L(v, w|r) = L(v, w, r)/L(r). From the previous
discussion, we have

L(v, w|r) = f(r)Lgal(w)Lgal(v|r)
+ (1 − f(r))LMW (w)LMW (v|r) (4)

where f(r) is the fraction of stars that are dwarf galaxy
stars at the position r:

f(r) =
ngal(r)

n(r)gal + nMW (r)
. (5)

In principle the selection bias affects the Milky Way and
dSph distributions equally, so that by eq. 5 any spatial se-
lection bias will not affect the membership fraction f(r).
Conceptually, this is a direct consequence of the fact that
the spatial selection bias only affects the total number of
stars selected but naturally does not bias the fraction of
those stars that are members.

The Segue 1 data set is fairly unique in that, within the
given color and magnitude cuts, the sample is essentially
complete, although it does also extend to fainter mag-
nitudes and larger distances (Simon et al. 2010). Thus,
spatial selection biases have little effect and we may use
the full likelihood, L(v, w, r). As we shall see, the spec-
troscopic data constrains the half-light radius to be 36+15

−8
pc. Using the full likelihood, this value is further con-
strained to be 28+5

−4 in agreement with the photometry
value of 29+8

−5 (Martin et al. 2008). Although including
the full likelihood L(v, w, r) provides tighter constraints
on the stellar profile parameters, the effect on the in-
ferred velocity dispersion is not significant and no bias is
introduced by including only the membership fraction.

Stellar populations:

3

Fig. 1.— Binned data of the complete Segue 1 data sample of line-of-sight velocity (left) and metallicity (right). We infer the velocity
dispersion of Segue 1 by fitting the combined probability distribution function (dotted magenta line), composed of both the Milky Way
(dashed blue line) and Segue 1 (dash-dotted green line) distributions, to the complete data set (solid black line); this eliminates the
requirement to determine membership of each star a priori. The above graphs illustrate a high likelihood parameter set that is well fit by
the data. These parameters are marginalized over to obtain probability density functions of relevant model parameters (e.g. dispersion,
half-light radius).

velocities and metallicities in the following formulas can
be replaced by their average values over multiple epochs,
suitably weighted by the measurement errors and this is
described further in section 3 (see eqs. 13 and 14). For
each star we define r to be its projected radius from the
center of Segue 1, which is already well constrained. As-
suming there are only two stellar populations, the Milky
Way and Segue 1 galaxies, the joint likelihood for a single
data point Di = {v, w, r} is

L(Di|M ) = FLgal(Di|Mgal) + (1−F )LMW (Di|MMW ).
(1)

Here, Lgal and LMW are the individual probability distri-
butions of Segue 1 and the Milky Way galaxies parame-
terized by the set Mgal,MW . The metallicity distribution
of the member and nonmember stars are each modeled
by Gaussians with mean metallicities w̄gal, w̄MW and
widths σw,gal, σw,MW respectively. The likelihood is as-
sumed to be separable in velocity, position and metallic-
ity, so that each individual probability distribution can
now be written as

Lgal,MW (v, w, r) = Lgal,MW (w)Lgal,MW (v|r)Lgal,MW (r)
(2)

where

Lgal,MW (w) =
1√

2πσ2
w,gal,MW

exp

[
− (w − w̄gal,MW )2

2σ2
w,gal,MW

]
.

(3)
We have momentarily dropped the model parameter no-
tation M . The last factor in equation 2 has a simple
physical interpretation: the spatial probability distribu-
tion is the number density of stars normalized to unity.
Note however that this number density is the density
of observed stars which may heavily be influenced by
selection biases. Thus, we write the observed spatial
probability density as L(r) = n(r)S(x, y)/N where n(r)
is the actual number density of the sample of stars, N
is the total number of stars in the sample, and S(x, y)

is the selection bias introduced. In the classical dSphs,
which contain hundreds to thousands of bright member
stars, the selection function may be difficult to quan-
tify, but in the much sparser ultra-faints it is frequently
more straightforward to model the spectroscopic selec-
tion (Willman et al. 2010; Simon et al. 2010). Here, to
avoid spatial selection biases, we use the conditional like-
lihood L(v, w|r) = L(v, w, r)/L(r). From the previous
discussion, we have

L(v, w|r) = f(r)Lgal(w)Lgal(v|r)
+ (1 − f(r))LMW (w)LMW (v|r) (4)

where f(r) is the fraction of stars that are dwarf galaxy
stars at the position r:

f(r) =
ngal(r)

n(r)gal + nMW (r)
. (5)

In principle the selection bias affects the Milky Way and
dSph distributions equally, so that by eq. 5 any spatial se-
lection bias will not affect the membership fraction f(r).
Conceptually, this is a direct consequence of the fact that
the spatial selection bias only affects the total number of
stars selected but naturally does not bias the fraction of
those stars that are members.

The Segue 1 data set is fairly unique in that, within the
given color and magnitude cuts, the sample is essentially
complete, although it does also extend to fainter mag-
nitudes and larger distances (Simon et al. 2010). Thus,
spatial selection biases have little effect and we may use
the full likelihood, L(v, w, r). As we shall see, the spec-
troscopic data constrains the half-light radius to be 36+15

−8
pc. Using the full likelihood, this value is further con-
strained to be 28+5

−4 in agreement with the photometry
value of 29+8

−5 (Martin et al. 2008). Although including
the full likelihood L(v, w, r) provides tighter constraints
on the stellar profile parameters, the effect on the in-
ferred velocity dispersion is not significant and no bias is
introduced by including only the membership fraction.

Separability:

3

Fig. 1.— Binned data of the complete Segue 1 data sample of line-of-sight velocity (left) and metallicity (right). We infer the velocity
dispersion of Segue 1 by fitting the combined probability distribution function (dotted magenta line), composed of both the Milky Way
(dashed blue line) and Segue 1 (dash-dotted green line) distributions, to the complete data set (solid black line); this eliminates the
requirement to determine membership of each star a priori. The above graphs illustrate a high likelihood parameter set that is well fit by
the data. These parameters are marginalized over to obtain probability density functions of relevant model parameters (e.g. dispersion,
half-light radius).

velocities and metallicities in the following formulas can
be replaced by their average values over multiple epochs,
suitably weighted by the measurement errors and this is
described further in section 3 (see eqs. 13 and 14). For
each star we define r to be its projected radius from the
center of Segue 1, which is already well constrained. As-
suming there are only two stellar populations, the Milky
Way and Segue 1 galaxies, the joint likelihood for a single
data point Di = {v, w, r} is

L(Di|M ) = FLgal(Di|Mgal) + (1−F )LMW (Di|MMW ).
(1)

Here, Lgal and LMW are the individual probability distri-
butions of Segue 1 and the Milky Way galaxies parame-
terized by the set Mgal,MW . The metallicity distribution
of the member and nonmember stars are each modeled
by Gaussians with mean metallicities w̄gal, w̄MW and
widths σw,gal, σw,MW respectively. The likelihood is as-
sumed to be separable in velocity, position and metallic-
ity, so that each individual probability distribution can
now be written as

Lgal,MW (v, w, r) = Lgal,MW (w)Lgal,MW (v|r)Lgal,MW (r)
(2)

where

Lgal,MW (w) =
1√

2πσ2
w,gal,MW

exp

[
− (w − w̄gal,MW )2

2σ2
w,gal,MW

]
.

(3)
We have momentarily dropped the model parameter no-
tation M . The last factor in equation 2 has a simple
physical interpretation: the spatial probability distribu-
tion is the number density of stars normalized to unity.
Note however that this number density is the density
of observed stars which may heavily be influenced by
selection biases. Thus, we write the observed spatial
probability density as L(r) = n(r)S(x, y)/N where n(r)
is the actual number density of the sample of stars, N
is the total number of stars in the sample, and S(x, y)

is the selection bias introduced. In the classical dSphs,
which contain hundreds to thousands of bright member
stars, the selection function may be difficult to quan-
tify, but in the much sparser ultra-faints it is frequently
more straightforward to model the spectroscopic selec-
tion (Willman et al. 2010; Simon et al. 2010). Here, to
avoid spatial selection biases, we use the conditional like-
lihood L(v, w|r) = L(v, w, r)/L(r). From the previous
discussion, we have

L(v, w|r) = f(r)Lgal(w)Lgal(v|r)
+ (1 − f(r))LMW (w)LMW (v|r) (4)

where f(r) is the fraction of stars that are dwarf galaxy
stars at the position r:

f(r) =
ngal(r)

n(r)gal + nMW (r)
. (5)

In principle the selection bias affects the Milky Way and
dSph distributions equally, so that by eq. 5 any spatial se-
lection bias will not affect the membership fraction f(r).
Conceptually, this is a direct consequence of the fact that
the spatial selection bias only affects the total number of
stars selected but naturally does not bias the fraction of
those stars that are members.

The Segue 1 data set is fairly unique in that, within the
given color and magnitude cuts, the sample is essentially
complete, although it does also extend to fainter mag-
nitudes and larger distances (Simon et al. 2010). Thus,
spatial selection biases have little effect and we may use
the full likelihood, L(v, w, r). As we shall see, the spec-
troscopic data constrains the half-light radius to be 36+15

−8
pc. Using the full likelihood, this value is further con-
strained to be 28+5

−4 in agreement with the photometry
value of 29+8

−5 (Martin et al. 2008). Although including
the full likelihood L(v, w, r) provides tighter constraints
on the stellar profile parameters, the effect on the in-
ferred velocity dispersion is not significant and no bias is
introduced by including only the membership fraction.

No spatial bias:

Can now constrain 
stellar profile 
independent of 
photometry

3

Fig. 1.— Binned data of the complete Segue 1 data sample of line-of-sight velocity (left) and metallicity (right). We infer the velocity
dispersion of Segue 1 by fitting the combined probability distribution function (dotted magenta line), composed of both the Milky Way
(dashed blue line) and Segue 1 (dash-dotted green line) distributions, to the complete data set (solid black line); this eliminates the
requirement to determine membership of each star a priori. The above graphs illustrate a high likelihood parameter set that is well fit by
the data. These parameters are marginalized over to obtain probability density functions of relevant model parameters (e.g. dispersion,
half-light radius).

velocities and metallicities in the following formulas can
be replaced by their average values over multiple epochs,
suitably weighted by the measurement errors and this is
described further in section 3 (see eqs. 13 and 14). For
each star we define r to be its projected radius from the
center of Segue 1, which is already well constrained. As-
suming there are only two stellar populations, the Milky
Way and Segue 1 galaxies, the joint likelihood for a single
data point Di = {v, w, r} is

L(Di|M ) = FLgal(Di|Mgal) + (1−F )LMW (Di|MMW ).
(1)

Here, Lgal and LMW are the individual probability distri-
butions of Segue 1 and the Milky Way galaxies parame-
terized by the set Mgal,MW . The metallicity distribution
of the member and nonmember stars are each modeled
by Gaussians with mean metallicities w̄gal, w̄MW and
widths σw,gal, σw,MW respectively. The likelihood is as-
sumed to be separable in velocity, position and metallic-
ity, so that each individual probability distribution can
now be written as

Lgal,MW (v, w, r) = Lgal,MW (w)Lgal,MW (v|r)Lgal,MW (r)
(2)

where

Lgal,MW (w) =
1√

2πσ2
w,gal,MW

exp

[
− (w − w̄gal,MW )2

2σ2
w,gal,MW

]
.

(3)
We have momentarily dropped the model parameter no-
tation M . The last factor in equation 2 has a simple
physical interpretation: the spatial probability distribu-
tion is the number density of stars normalized to unity.
Note however that this number density is the density
of observed stars which may heavily be influenced by
selection biases. Thus, we write the observed spatial
probability density as L(r) = n(r)S(x, y)/N where n(r)
is the actual number density of the sample of stars, N
is the total number of stars in the sample, and S(x, y)

is the selection bias introduced. In the classical dSphs,
which contain hundreds to thousands of bright member
stars, the selection function may be difficult to quan-
tify, but in the much sparser ultra-faints it is frequently
more straightforward to model the spectroscopic selec-
tion (Willman et al. 2010; Simon et al. 2010). Here, to
avoid spatial selection biases, we use the conditional like-
lihood L(v, w|r) = L(v, w, r)/L(r). From the previous
discussion, we have

L(v, w|r) = f(r)Lgal(w)Lgal(v|r)
+ (1 − f(r))LMW (w)LMW (v|r) (4)

where f(r) is the fraction of stars that are dwarf galaxy
stars at the position r:

f(r) =
ngal(r)

ngal(r) + nMW (r)
. (5)

In principle the selection bias affects the Milky Way and
dSph distributions equally, so that by eq. 5 any spatial se-
lection bias will not affect the membership fraction f(r).
Conceptually, this is a direct consequence of the fact that
the spatial selection bias only affects the total number of
stars selected but naturally does not bias the fraction of
those stars that are members.

The Segue 1 data set is fairly unique in that, within the
given color and magnitude cuts, the sample is essentially
complete, although it does also extend to fainter mag-
nitudes and larger distances (Simon et al. 2010). Thus,
spatial selection biases have little effect and we may use
the full likelihood, L(v, w, r). As we shall see, the spec-
troscopic data constrains the half-light radius to be 36+15

−8
pc. Using the full likelihood, this value is further con-
strained to be 28+5

−4 in agreement with the photometry
value of 29+8

−5 (Martin et al. 2008). Although including
the full likelihood L(v, w, r) provides tighter constraints
on the stellar profile parameters, the effect on the in-
ferred velocity dispersion is not significant and no bias is
introduced by including only the membership fraction.

4

The number density of the dSph stars is modeled by a
modified Plummer profile of the form

ngal(r) ∝
(
1 + (r/rs)2

)−α/2.0 (6)

where α = 5 for the standard Plummer profile. The num-
ber density of Milky Way stars is assumed to be spatially
constant over the field of view, which should be a reason-
able approximation for compact systems such as Segue
1. The normalization of the Milky Way likelihood in r,
which we call NMW , is thus determined solely by the cut-
off radius which we take to be that of the star farthest
from the center of the galaxy. For determining member-
ship, however, only the relative normalization between
the dSph and Milky Way number densities is important
in equation 5; this is given by R = ngal(0)

NMW
. We therefore

include R as a model parameter.
Neglecting binaries, the velocity distribution of Segue

1 is assumed to be Gaussian with dispersion σ and mean
velocity µ. Although in principle any velocity distri-
bution can be used, there is currently no evidence for
large deviations from Gaussianity in dSph velocity dis-
tributions. In section 3, we discuss how this velocity
distribution is modified by the presence of binary stars.
For the velocity likelihood of Milky Way stars, we use
the Besancon model (Robin et al. 2003) together with
the appropriate color-magnitude cuts. However, to allow
for uncertainties in the Besancon model, we allow the
velocity distribution to be shifted by a small amount δ
and stretched by a factor S, both of which will be well-
determined by the data.

Therefore our set of model parameters is

M = {R, σ, µ, w̄, σw, w̄MW , σw,MW , rs, δ, S, α} (7)

The probability density of the model parameters M
given the data sets W = {wi}, V = {vi}, and R = {ri}
can now be written as

P(M |W , V .R) ∝ L(W , V |R, M )P(M ) (8)

where L(W , V |R, M ) =
∏

i L(wi, vi|ri, M ) is the like-
lihood function for the complete data set and P(M ) is
the prior on the model parameters. We choose uniform
priors in the above parameters with the exception of the
metallicity distribution widths, σw and σw,MW for which
we choose the usual non-informative priors that are uni-
form in log-space. To conservatively bias our member
probabilities (and consequently the dispersion) low, we
choose the R and rs priors to also be uniform in log-
space; however, we found the form of the priors in these
parameters to have little effect on the inferred disper-
sion. The prior on velocity dispersion was chosen to be
uniform since this is the parameter of interest.

After estimating the model parameters M , we can de-
rive membership probabilities for each individual star.
The formula for the probability of membership for the
i-th star is

pi =
f(ri)Lgal(wi, vi|ri)

Lgal(wi, vi|ri) + (1 − f(ri))LMW (wi, vi|ri)
. (9)

Because we infer a probability distribution in the model
parameters M , pi will also follow a probability distribu-
tion. Thus, here, we will quote the average membership
probability 〈pi〉.

3. BAYESIAN METHOD: CORRECTING FOR BINARIES

Apart from contamination by non-member stars, the
velocity dispersion of Segue 1 may also be inflated by bi-
nary orbital motion. One method of correcting the dis-
persion for binary motion is given in Minor et al. (2010).
This method requires measuring the threshold fraction of
the sample, defined as the fraction of stars with observed
change in velocity greater than a certain threshold after
a time interval (typically 1 year). Provided that velocity
outlier stars are discarded when determining the disper-
sion (e.g. by a 3-sigma clip), the threshold fraction F is
tightly correlated with the dispersion introduced by bina-
ries. This relation can be used to correct the dispersion
for binaries. Although the threshold fraction is defined
in terms of two epochs, it can be better determined us-
ing more than two epochs by a likelihood approach. This
approach also has the advantage in that it uses only ve-
locity changes to characterize the binary population, and
hence is less affected by contamination by nonmember
stars than if the velocities were used directly.

Unfortunately however, this method is not ideal for
present samples of ultra-faint galaxies like Segue 1, for
several reasons. First, because of the small number of red
giants in Segue 1, the majority of the sample consists of
main sequence stars for which the measurement errors
are considerable—of the same order as the dispersion it-
self. For this reason, the threshold fraction is poorly
determined given the present sample size of Segue 1 (65
stars with multi-epoch measurements). Second, the rela-
tion between threshold fraction and dispersion is a result
of the degeneracy of binary fraction with other properties
characterizing the binary population (e.g. mean period);
however, this degeneracy is weaker for main sequence
stars than for red giants, so that the uncertainty in the
binary correction of Minor et al. (2010) becomes wider
by a factor of two, though fortunately it is mainly on
the small dispersion end. Third, this method only cor-
rects the dispersion by an amount which is the same for
each star, whereas individual stars with large observed
velocity changes should in principle receive a larger cor-
rection.

We therefore adopt a more ambitious approach: mod-
eling the multi-epoch likelihood of binary stars and in-
corporating it into a comprehensive Bayesian analysis.
In this approach, we include as model parameters the
binary fraction B, mean period µlog P , and width of the
period distribution σlog P . Since the individual velocities
are used, in order to distinguish between binaries and
non-member stars we will also need to model the likeli-
hood of non-member stars as in the previous section. In
principle this is the best possible method for determining
the intrinsic dispersion of a dwarf galaxy or cluster, since
it uses all the available information to constrain proper-
ties of the binary, member, and nonmember populations
in a consistent way.

3.1. Multi-epoch likelihood
In order to correct the velocity dispersion of dwarf

spheroidal galaxies for binaries, we must extend the
Bayesian method developed in §2 to include the effect of
binary stars. First we neglect the Milky Way component
and focus on the dwarf galaxy likelihood, for which the
dynamical parameters are the dispersion σ, and systemic

A fully Bayesian method that extends the method of Walker, Mateo, 
Olszewski, Sen, & Woodroofe, M. 2009, AJ, 137, 3109



Segue 1 analysis essentials: binaries
Likelihood for each star assuming it is in Segue 1:

5

velocity µ. We take as a model parameter the fraction B
of the stars are in binary systems, and we further model
the binary population by a set of parameters P which
characterize the distributions of binary properties. In
general these binary properties may include the periods,
mass ratios and orbital eccentricities. The distributions
of these properties and our choice of model parameters
will be discussed in detail in section 3.2.

Suppose a star of absolute magnitude M has a set of
n velocity measurements {vi} = {v1, · · · , vn} and errors
{σi} taken at the corresponding dates, {ti}. For readabil-
ity, when denoting probability distributions we will sup-
press the brackets denoting sets of measurements (e.g.,
P ({vi}) → P (vi)). For reasons that will become clear
later, we will write the likelihood of each star in terms of
a joint probability distribution in the measured velocities
vi and vcm, the velocity of the star system’s center-of-
mass (which is unknown), and then integrate over vcm.
The likelihood can be written as

L(vi|σi, ti, M ; σ, µ, B,P)

=
∫ ∞

−∞
P (vi, vcm|σi, ti, M ; σ, µ, B,P)dvcm

=
∫ ∞

−∞
P (vi|vcm, σi, ti, M ; B, P)P (vcm|σ, µ)dvcm(10)

The second factor in the integrand is the probability
distribution of the center-of-mass velocity of the stars,
which is Gaussian to good approximation:

P (vcm|σ, µ) =
e−(vcm−µ)2/2σ2

√
2πσ2

(11)

The first factor in the integrand of eq. 10 is the prob-
ability of drawing a set of velocity measurements {vi}
given that it has center-of-mass velocity vcm. This prob-
ability distribution is determined by two factors, binarity
and measurement error. It can be written as follows:

P (vi|vcm, σi, ti, M ; B, P)

= (1 − B)
n∏

i=1

e−(vi−vcm)2/2σ2
i

√
2πσ2

i

+ BPb(vi|vcm, σi, ti, M ; P)

= (1 − B)N (vi, σi)
e−(vcm−〈v〉)2/2σ2

m

√
2πσ2

m

+ BP ′
b(vi − vcm|σi, ti, M ; P) (12)

where P ′
b(vi − vcm|σi, ti, M ; P) is the likelihood in the

center-of-mass frame of the binary system, with the ve-
locity in the center-of-mass frame given by v′i = vi−vcm.
In the first term, 〈v〉 and σm are the weighted average
velocity and equivalent measurement error,

〈v〉 = σ2
m

n∑

i=1

vi

σ2
i

, (13)

σ2
m =

(
n∑

i=1

1
σ2

i

)−1

, (14)

while the normalizing factor N is given by

N (vi, σi) =
√

2πσ2
m∏n

i=1

√
2πσ2

i

× exp





−1
4

n∑

i,j=1

(vi − vj)2

σ2
i + σ2

j + σ2
i σ2

j

(∑
k &=i,j

1
σ2

k

)




 .(15)

The last term in the denominator of the exponent is im-
plicitly zero when n = 2.

Multiplying eq. 12 by eq. 11 and integrating in accor-
dance with eq. 10, we find:

L(vi|σi, ti, M ; σ, µ, B,P)

∝ (1 − B)
e
− (〈v〉−µ)2

2(σ2+σ2
m)

√
σ2 + σ2

m

+ BJ(σ, µ,P), (16)

where we have left off the normalizing N factor, and

J(σ, µ,P) =
∫ ∞

−∞
R(vcm)

e−
(vcm−µ)2

2σ2

√
2πσ2

dvcm, (17)

R(vcm, P) =
P ′

b(vi − vcm|σi, ti, M ; P)
N (vi, σi)

. (18)

Since the factor N is independent of all model param-
eters, it is usually ignored in the likelihood when aver-
aging velocities without regard for binaries (i.e., it acts
only as a normalizing factor). As eq. 18 shows, however,
it is crucial to include here since it determines the rela-
tive normalization of the binary and non-binary terms.
Note that if a star exhibits large velocity variations com-
pared to the measurement errors, according to eq. 15 the
N factor will be quite small. If in addition the velocity
variations are observed over a time interval consistent
with binary behavior, the normalization of R(vcm) will
be greatly enhanced, possibly by orders of magnitude,
because of the N factor in the denominator of eq. 18.

For each star that has multi-epoch data, we run a
Monte Carlo simulation and bin the velocities over a
table of vcm values to find P ′

b(vi − vcm|σi, ti, M). The
R-function is recorded for each star and subsequently
integrated to evaluate J(σ, µ,P).

3.2. Binary population model uncertainties
To infer the intrinsic velocity dispersion of Segue 1,

we must marginalize over the parameters characterizing
the binary population. It is therefore critical to address
the question of which binary model parameters to use
and how to deal with uncertainties in these parameters.
Besides the binary fraction, a population of binary stars
can be described by distributions in three parameters:
the mass ratio q, eccentricity e, and orbital period P . In
the absence of a large number of epochs, eccentricities
are difficult to constrain because very eccentric binaries
spend a relatively small amount of time near their peri-
helion where the observed velocities are large. We there-
fore fix the distribution of eccentricities and assume the
form given in Minor et al. (2010), which is similar to that
observed in solar neighborhood field binaries.

Binary orbital 
parameters
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velocity µ. We take as a model parameter the fraction B
of the stars are in binary systems, and we further model
the binary population by a set of parameters P which
characterize the distributions of binary properties. In
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The last term in the denominator of the exponent is im-
plicitly zero when n = 2.
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Since the factor N is independent of all model param-
eters, it is usually ignored in the likelihood when aver-
aging velocities without regard for binaries (i.e., it acts
only as a normalizing factor). As eq. 18 shows, however,
it is crucial to include here since it determines the rela-
tive normalization of the binary and non-binary terms.
Note that if a star exhibits large velocity variations com-
pared to the measurement errors, according to eq. 15 the
N factor will be quite small. If in addition the velocity
variations are observed over a time interval consistent
with binary behavior, the normalization of R(vcm) will
be greatly enhanced, possibly by orders of magnitude,
because of the N factor in the denominator of eq. 18.

For each star that has multi-epoch data, we run a
Monte Carlo simulation and bin the velocities over a
table of vcm values to find P ′

b(vi − vcm|σi, ti, M). The
R-function is recorded for each star and subsequently
integrated to evaluate J(σ, µ,P).

3.2. Binary population model uncertainties
To infer the intrinsic velocity dispersion of Segue 1,

we must marginalize over the parameters characterizing
the binary population. It is therefore critical to address
the question of which binary model parameters to use
and how to deal with uncertainties in these parameters.
Besides the binary fraction, a population of binary stars
can be described by distributions in three parameters:
the mass ratio q, eccentricity e, and orbital period P . In
the absence of a large number of epochs, eccentricities
are difficult to constrain because very eccentric binaries
spend a relatively small amount of time near their peri-
helion where the observed velocities are large. We there-
fore fix the distribution of eccentricities and assume the
form given in Minor et al. (2010), which is similar to that
observed in solar neighborhood field binaries.
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Measuring dark matter mass in Segue 1: effect of 
binary stars

Simon, Geha et al, ApJ 733, 46 (2011)
Martinez, Minor ApJ 738, 55 (2011)

Repeat measurements at about 1 
year interval for many stars 
needed to constrain binary 
properties well enough to 
estimate dark matter mass

Velocity dispersion corrected for 
orbital motion in binary stars



Segue 1 summary points

Detailed Segue 1 analysis leads to the conclusion that it is 
a highly dark matter dominated galaxy with an intrinsic 
dispersion of about 3.7 (spread of about 1 km/s). 

Estimated central density within 40 pc has a mean value 
of about 1 Msun/pc^3 -- the highest density seen in the 
dwarfs. Interpreted in the context of LCDM, it should be 
among the brightest sources of dark matter annihilation 
products.



Case study II: Measuring velocity dispersion 
in bright dSphs

Ursa MinorDraco

Martinez,  Geha, Kaplinghat, Kirby, Strigari, in preparation
Caution: This is work in progress and the slides in section are preliminary! 
The velocity dispersion posterior includes uncertainties in position of center, density 
profile, position angle and ellipticity of stars.
Axisymmetric modeling gives results consistent with spherical M(rhalf) estimates, e.g., 
Thomas et al MNRAS 415, 545 (2011), Jardel and Gebhardt ApJ 2012.



Case study II: Elliptical stellar profile from 
the spectroscopic sample

Ursa 
Minor

Draco

Similar results for 
position angle

Draco Ursa MinorKeep in mind that the stellar 
profile of the kinematics sample 
(RGB stars typically) don’t have 
to be exactly the same as that 
derived from photometry.



Case study II: Ursa Minor halo mass within 
half-light radius



Case study II: dynamical information from 
higher order moments?

The Astrophysical Journal, 746:89 (8pp), 2012 February 10 Jardel & Gebhardt

(a) (b)

(c) (d)

Figure 1. Line-of-sight velocity distributions of four bins. Open circles with error bars are the data. Overplotted are the model values for the best-fitting cored model
(red) and NFW model (blue). Bins are located at (a) R = 297′′, θ = 18◦; (b) R = 550′′, θ = 18◦; (c) R = 1008′′, θ = 45◦; and (d) R = 2484′′, θ = 45◦. Quoted χ2

values are unreduced.
(A color version of this figure is available in the online journal.)

portion of their marginalized χ2 curves that lie within ∆χ2 = 1
of the overall minimum.

3.1. Model Assumptions

Our trial potential is determined by solving Poisson’s equa-
tion for an assumed trial density distribution. On our two-
dimensional polar grid, this takes the form

ρ(r, θ) = M

L
ν(r, θ) + ρDM(r), (1)

where M/L is the stellar mass-to-light ratio, assumed constant
with radius, and ν(r, θ) is the unprojected luminosity density.
The assumed dark matter profile ρDM(r) is discussed below. For
simplicity, we assume Fornax is edge-on in all our models.

3.2. Dark Matter Density Profiles

We parameterize the dark matter halo density with a number
of spherical density profiles. We use NFW halos:

ρDM(r) = 200
3

A(c)ρcrit

(r/rs)(1 + r/rs)2
, (2)

where

A(c) = c3

ln(1 + c) − c/(1 + c)

and ρcrit is the present critical density for a closed universe. The
two parameters we fit for are the concentration c and scale
radius rs. We also use halos derived from the logarithmic
potential:

ρDM(r) = V 2
c

4πG

3r2
c + r2

(
r2
c + r2

)2 . (3)

Figure 2. Gauss–Hermite moments for stars near the major axis (blue), minor
axis (red), and averaged over all angles (green). Solid lines correspond to the
best-fit model with a cored dark matter halo, dashed lines are for the best-fit
model with an NFW halo.
(A color version of this figure is available in the online journal.)

These models feature a flat central core of density ρc =
3V 2

c /4πGr2
c for r ! rc and an r−2 profile for r > rc. We

fit for Vc and rc, the asymptotic circular speed at r = ∞ and

3
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Jardel and Gebhardt, ApJ 2012 Sensitive to binary orbital motion
and membership cuts
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Binaries and “Kurtosis”

h4 ~ Kurtosis/20
30 stars per bin

h4 ~ Kurtosis/20
170 stars per bin

h4 ~ Kurtosis/20
Draco sample h4 ~ Kurtosis/20

Sample of 1000 stars

4th moment of Gauss-Hermite decomposition

Quinn Minor



Summary
Central dark matter densities of 
Milky Way dwarfs are not 
compatible with existing LCDM 
predictions.

Searching for gamma-rays from the 
dwarfs has ruled out models with 
canonical thermal relic cross-section 
for masses below about 30 GeV.

Most of the uncertainties (stellar 
profile, binary stars) affecting dark 
matter halo mass estimates have 
either been included or will be in the 
next year or so.


