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Gallery of DLAs

we chose the neutral gas line width as a more generic measure of
the strength of the absorber, since our simulated absorbers can
also be caused by tidal tails and filaments. The horizontal lines
in Figure 5 show the mean observed DLA line density from
Prochaska et al. (2005).

In the top panel we see a monotonic decrease in the line density
of DLAs as we increase the grid resolution. The higher velocity
tail is not affected until we compute our highest resolution model,
C2, which starts to resolve individual minihalos in the highest
density regions. With a certain probability that is related to the
physical size of their neutral cores, these small galaxies (with a
few tidal streams mixed in) can be seen as multiple absorption
components in a single line of sight to a remote quasar.

This effect can be further illustrated in Figure 6, in which we
plotted Si ii 1526 or 1808 8 line profiles for a typical DLA (top
profile) and for nine DLAs with the largest velocity widths
(profiles 2–10, from top to bottom) in model C2. With the line
detection criteria defined in x 2.5, we found the following ve-
locity widths for these spectra: 31, 468, 191, 149, 281, 168, 170,
306, 193, and 205 km s!1 (Fig. 6, from top to bottom). Spectra 2
and 8 (counting from the top) are particularly clear examples of
several components falling onto the same line of sight. These
multiple-component DLAs give rise to distinct tails at higher
velocities that stand out in our high (190 pc physical ) resolution
models C2 (Fig. 5, top) and B1 (Fig. 5, bottom). While the
highest resolution run A1 (Fig. 5, bottom) shows a similar tail, it
is shifted toward lower (65–100 km s!1) velocity widths, in part
due to the smaller velocity dispersion in the cluster and in part
due to the lower cross sections of individual absorbers.

To summarize, none of our models at this stage are able to
reproduce the observed velocity width distribution for systems
with vSi iik30 km s!1. Although the resolution effects are
complex and none of our models have fully converged to the
observed column density distribution yet, it seems plausible that
some of the effects described in this section can drive the line
profile distribution to even lower velocities. For example, as we
increase grid resolution, fewer and fewer systems will be crossed
by the same line of sight, moving many DLAs in Figure 5 from
100–400 into the 30–100 km s!1 range. We therefore conclude
that feedback from star formation seems to be the most likely
mechanism to get DLA velocity widths as high as indicated by
observations. In our future simulations, in addition to exploring
feedback, we will also strive to increase mass resolution in pro-
gressively larger simulation volumes, which should produce many
more self-shielded halos with masses of a few times 108 M" in
galaxy clusters with larger velocity dispersions.

3.2. Halo and Intergalactic DLAs

We find that the nature of DLA absorption is a function of the
halo environment. The cumulative halo mass function in our 8,
4, and 2 h!1Mpc volumes at z ¼ 3 is plotted in Figure 7.Most of
these halos give rise to DLAs; however, not all DLAs can be
associated with individual halos.

Gardner et al. (1997) assumed a relation between the neutral
hydrogen cross section and the host halo mass to predict the total
abundance of DLAs in a large simulation volume. On the other
hand, Nagamine et al. (2004) computed this relation for indi-
vidual halos in a series of SPH models with the assumption that

Fig. 3.—H i column density in a volume 8 h!1 Mpc on a side and 8 h!1 Mpc thick (comoving), from run C1 at z ¼ 3. The insets are 600 h!1 kpc (top) and
80 h!1 kpc (bottom) on a side in comoving units, translating into an approximately 10 kpc (physical units) DLA around the disk galaxy in the center of the bottom panel.
The DLA column densities correspond to green and up in the color map on the right. The resolved dynamic range in this model is 8192.
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Fig. 2.— Top left: temperature (K); middle left: atomic hydrogen density (cm�3); bottom left: metallicity
(solar units); top middle: pressure (Kelvin cm�3); the above maps have a thickness of 1.3kpc. Middle middle:
baryonic overdensity; bottom middle: SDSS U band luminosity surface density ( L�/kpc2); these two maps
are projected over the virial diameter of the galaxy. Included in pressure map is peculiar velocity field with
5kpc corresponding to 500km/s. The five panels on the right column, from top to bottom, are: atomic
hydrogen density (cm�3; red solid curve) with total hydrogen density (dotted green curve), gas metallicity
(solar units), LOS proper peculiar velocity, Ly↵ flux and Si II �1808 flux. The top three panels are plotted
against physical distance, whereas the bottom two versus LOS velocity. Indicated in the second from bottom
panel are properties of the DLA: log N(HI), logMh, v90, fmm, fedg, f2pk.

left (metallicity in solar units) and top middle (pressure in units of Kelvin cm�3) - have a
physical thickness of 1.3kpc. Also indicated in top middle (pressure) is the peculiar velocity
field with a scaling of 5kpc corresponding to 500km/s. The remaining two maps - middle
middle (baryonic overdensity) and bottom middle (stellar surface density in M�/kpc2) - are
projected over the entire galaxy of depth of order of the virial diameter of the primary galaxy.
While these two projected maps give an overall indication of relative projected location of
the DLA respect to the galaxy, the exact depth of the DLA inside the paper is, however,
not shown. When we quote distance from the galaxy, we mean the projected distance on
the paper plane.

The five panels on the right column show various physical quantities along the line of
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Fig. 2.— Top left: temperature (K); middle left: atomic hydrogen density (cm�3); bottom left: metallicity
(solar units); top middle: pressure (Kelvin cm�3); the above maps have a thickness of 1.3kpc. Middle middle:
baryonic overdensity; bottom middle: SDSS U band luminosity surface density ( L�/kpc2); these two maps
are projected over the virial diameter of the galaxy. Included in pressure map is peculiar velocity field with
5kpc corresponding to 500km/s. The five panels on the right column, from top to bottom, are: atomic
hydrogen density (cm�3; red solid curve) with total hydrogen density (dotted green curve), gas metallicity
(solar units), LOS proper peculiar velocity, Ly↵ flux and Si II �1808 flux. The top three panels are plotted
against physical distance, whereas the bottom two versus LOS velocity. Indicated in the second from bottom
panel are properties of the DLA: log N(HI), logMh, v90, fmm, fedg, f2pk.

left (metallicity in solar units) and top middle (pressure in units of Kelvin cm�3) - have a
physical thickness of 1.3kpc. Also indicated in top middle (pressure) is the peculiar velocity
field with a scaling of 5kpc corresponding to 500km/s. The remaining two maps - middle
middle (baryonic overdensity) and bottom middle (stellar surface density in M�/kpc2) - are
projected over the entire galaxy of depth of order of the virial diameter of the primary galaxy.
While these two projected maps give an overall indication of relative projected location of
the DLA respect to the galaxy, the exact depth of the DLA inside the paper is, however,
not shown. When we quote distance from the galaxy, we mean the projected distance on
the paper plane.

The five panels on the right column show various physical quantities along the line of
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Figure 1. Projected spatial distribution of various quantities (all in log scale) for the most massive halo of mass Mhalo = 1.7 × 1012 h−1 M# at z = 3 in the
Q5-run. From top left- to bottom right-hand side: N H I, DLAs (log N H I > 20.3), stellar surface mass density, SFR surface density, metal mass surface density,
gas metallicity. The size of each panel is comoving ± 457 h−1 kpc from the centre of the halo. The inset in the top left-hand panel shows the probability
distribution function of lines-of-sight (dn/d log NH I) for this halo as a function of log N H I. One can see that the majority of the red region is occupied by lines
of sight with 11 < log N H I < 15.

this halo as a function of log NH I. One can see that the majority
of the red region is occupied by sightlines with 11 < log N H I <

15, which could be observed in the Ly-α forest. As the stellar mass
density picture shows, a few high concentrations of stellar mass

at the centre would probably correspond to LBGs at z = 3 (a de-
tailed analyses of LBGs in our simulation and their relation to DLAs
will be studied elsewhere). The projected SFR surface density has
a similar distribution as the stellar mass, but they do not necessarily
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Q5-run. From top left- to bottom right-hand side: N H I, DLAs (log N H I > 20.3), stellar surface mass density, SFR surface density, metal mass surface density,
gas metallicity. The size of each panel is comoving ± 457 h−1 kpc from the centre of the halo. The inset in the top left-hand panel shows the probability
distribution function of lines-of-sight (dn/d log NH I) for this halo as a function of log N H I. One can see that the majority of the red region is occupied by lines
of sight with 11 < log N H I < 15.
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Figure 3.Hydrogen column density for MW3 at z = 2.3. Top left:NH. Top right:NH I from the CIE model. Bottom left:NH I from the UVB model. Bottom
right: NH I from the STAR model. Most of the gas that resides in the streams is ionized by electron collisions and the UVB, while photons from newly born
stars affect the high column density inside the central and satellite galaxies and their immediate surroundings.

3.2 Results of the radiative transfer calculation

For each galaxy, we run three different RT models, gradually in-
cluding additional physical processes. In the first model (hereafter
CIE model), we derive the neutral fraction assuming CIE, without
any source of radiation. In the second calculation (UVB model),
we include the UVB together with dust and collisional ionization.
Finally, in our third model (STAR model) we add ionizing radia-
tion from local sources to the UVB model. Figure 3 presents an
output from these calculations. In the top left panel, we show the
projected NH column density for MW3 at z = 2.3. High column
density gas is accreting onto the central galaxy through large ra-
dial streams, with gas overdensities associated with satellites (two
incoming galaxies along the streams and two closer in, near the
central disk). In the other three panels, we display the NH I column
density from the different RT models.

This figure captures the basic differences that arise from the
different physical processes included in the RT calculation. Part of
the gas within the filaments has a temperature above ∼ 104 K, and
collisional ionization alone (top right panel) lowers the neutral col-
umn density by more than one order of magnitude. A comparison
of the H I map for the CIE and UVB models (bottom left) clearly
shows that the CIE approximation largely overestimates the neutral

fraction and that photoionization from the UV background affects
most of the low density gas in the streams. Indeed, the filaments
are highly ionized, with patches of self-shielded neutral gas that
surround the main galaxy and the satellites. Cold streams are not
entirely self-shielded. Finally, the inclusion of local sources mostly
affects the high column density gas (where stars form) and their im-
mediate surroundings, where the column density is caused to drop
belowNHI ∼ 1020 cm−2. The low escape fraction from the galaxy
disks (below 10% at the virial radius) implies a minor effect on
the gas in the streams beyond Rvir without any appreciable dif-
ference compared to the UVB model for column densities below
NHI ∼ 1018 cm−2.

A more quantitative comparison between the different models
is presented in Appendix A. There, we discuss the typical volume
density for self-shielding, and the effect of local sources on the
column density and mass of neutral hydrogen. We also provide a
crude fitting formula to the UVB model useful to improve the CIE
approximation.

Fumagalli+ ’11
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Figure 4. The column density of neutral hydrogen (HI maps) for
the no wind model (nw80, top panel), the constant wind model
(cw40, middle panel) and the momentum driven wind model
(nw80, bottom panel). Every pixel over 2×1020cm−2, i.e. damped
absorption, is plotted in red. All lengths are comoving.

matic statistics from PW97:

fmm =
|vmed − vmean|

(∆v/2)
(6)

fedg =
|vpk − vmean|

(∆v/2)
(7)

f2pk = ±
|v2pk − vmean|

(∆v/2)
(8)

where the plus sign for the two peak fraction, f2pk, holds if
the second peak is between the mean velocity and the first
peak velocity; otherwise the minus sign holds. If there is no
second peak, we take the edge-leading fraction, fedg, for the
second peak fraction f2pk. Here, vmean ≡ 1

2 (v95 + v5).
To avoid saturation effects that blur the kinematic infor-

mation, and to exclude noise contamination in the obser-
vations, we again follow PW97 by only using profiles with
peak intensities Ipk in the range

0.1 !
Ipk
I0

! 0.6 (9)

where I0 is the continuum around the absorption line, or
peak optical depths between 0.5 and 2.3. This removes a
significant portion of the total DLA sample, roughly 60%
for nw, 45% for cw, and 30% for vzw. The variance amongst
models in the acceptance fraction based on this criterion
suggests that this may be another way to constrain outflow
models.

The most crucial statistic is ∆v, the system velocity
width. It represents the velocity-space extent of the dense
neutral absorbing gas, and hence encodes information about
internal motions within the ISM as well as any inflow or
outflow-induced motions. The other statistics, fmm, fedg,
and f2pk, turn out to be less discriminatory, but we include
them for completeness. fmm measures the skewness of the
overall absorption in the DLA; a symmetric distribution of
optical depths would yield fmm = 0. The edge-leading test
fedg would be 0 if the strongest absorption is at the kine-
matic center, but is large if the kinematics are dominated by
rotation or infall where the strongest absorption occurs at
large velocities from the center. The 2-peak test f2pk is de-
signed to distinguish between rotation and infall: in the case
of rotation, the second peak is expected to be on the same
side as the first (and hence yield a positive value), whereas
spherical and symmetric accretion would produce the peaks
on opposite sides, yielding a negative value (PW97). While
these statistics were devised to distinguish between simple
scenarios, the complex interplay between infall, outflow, and
rotation within a fully hierarchical context precludes such
straightforward interpretations. Hence we focus on the dis-
tributions of these statistics among DLA samples (both ob-
served and simulated), and use Kolmogorov-Smirnoff (K-S)
tests to characterize their (dis)agreement.

In Table 1 we summarise the number of simulated ab-
sorption lines, Nsample, taken from each model. For the ob-
servations, we will compare to 46 observed lines of sight
from Prochaska & Wolfe (2001). Note that their paper only
presented the distribution of ∆v; the other quantities were
kindly provided by X. Prochaska (private communication).

Before we compare the simulations with the observa-
tions, we must consider the issue of velocity resolution ef-
fects in the observed DLA sample. The 9 pixel smoothing of

c© 0000 RAS, MNRAS 000, 000–000

pr
op

er
 2

00
 k

pc

Hong+ ’10

Damped Lyman-↵ systems in high-resolution hydrodynamical simulations 9

function, so as to test at the same time the effect of resolution and
of box size. Again, the SW20,512 and SW5,320 embrace the refer-
ence case SW: the mass function of SW5,320 extends to small halo
masses due to its better resolution, while SW20,512 produce more
massive haloes due to its larger box size. In our largest simulation
we have three haloes above 1012h�1M⇥ and about 1000 haloes of
masses above 1010h�1M⇥ at z = 3.

We follow the analysis made by Nagamine et al. (2004, 2007)
to realize a mock DLA sample: after having identified the haloes
and their center of mass, we interpolate with a TSC (Triangular
Shaped Cloud) algorithm the comoving neutral hydrogen mass den-
sity around the center of mass of each halo on a cubic grid; then we
‘collapse’ the grid along a random direction and we obtain a set of
neutral hydrogen column densities for each halo. Thus the column
density reads:

NHI = �i ⇥i,HI �/mp(1 + z)2 , (5)

with mp the proton mass and � = l/ngrid the linear dimension of
the single grid cell. Here l is the size of the box around the halo and
ngrid is the number of grid points.

Tipically, for the most massive haloes, we use cubes of size
200 comoving h�1kpc with 323 grid points (� = 6.25h�1kpc). In
such a way, we increase the DLA total redshift path and we sample
322 � Nhaloes HI column densities along lines-of-sight per simu-
lated box.

We have carried out some tests changing the number of grid
points in order to study the effect of the sampling size on the neu-
tral hydrogen distribution. The choice of the grid points number is
crucial because too many points produce a sampling size below the
resolution of the simulation and consequently an “oversampling”
of the HI mass density with large statistical fluctuations, while too
few points produce a smooth statistic which could not be repre-
sentative of the real density field. At the end we found that the
best compromise was to use 323 grid points, corresponding to �

⇥> 4.5� softening length (which is also the typical value of the
SPH smoothing length in the outskirts of the haloes), differently
from Nagamine et al. (2004), who choose instead � ⇤ softening
length.

Figure 6 shows the HI column density maps extracted as ex-
plained above, but with a finer grid subdivision of 256 points, for
the same massive halo in the WW (upper panel), SW (middle panel)
and MDW (lower panel) runs at z = 3. The HI density at each
pixel has been projected along the line-of-sight in the z direction.
In the figure it is visible the effect of the winds: in the WW run
(upper panel) high column density gas is more concentrated inside
the central halo and inside some substructures. Also the column
density values reached are higher than for the other runs. In the SW
run (middle panel), the gas is more spread around the central haloes
and the substructures. Finally if we consider HI column densities
above the DLA limit of NHI = 2�1020 cm�2 we see that the cen-
tral halo in the MDW run has the largest cross-section. We discuss
further about this point in Section 4.3.

4.2 Properties of the haloes

For the haloes identified with the FoF algorithm we compute mean
quantities that could be relevant for the following analysis, such as
the star formation rate inside each halo, the mass-weighted mean
total metallicity and the mass-weighted mean neutral fraction of
hydrogen (HI/H). We plot in Figures 7, 8 and 9 our findings at red-
shift z = 3, only for haloes having mass greater than 2 � 108h�1

M⇥, that are resolved with at least 100 dark matter particles. The

Figure 6. HI column density maps in a slice around the same massive halo
in the WW (upper panel), SW (middle panel) and MDW (lower panel) runs
at z = 3.
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ART method
Authentic Ray Tracing Method
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from each sources independently of fluid
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!#he radiation field on fluid meshes are

estimated by interpolating from near

radiation meshes.

!#he order of calculation amount
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Nsource " N# " N$ " Npath

! 

Nsource " Nx " Ny " Nz " Npath
Long characteristic method:

Basic equation:

(Nakamoto et al. 2001, Iliev et al. 2006)

(from Yajima, ’09)
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Figure 5. Panel (a) : Neutral fraction of hydrogen gas as a function of number density. The points show the ionization degree in each
cell. The halo is Halo E (Mtot = 2.1 × 1010 M!). Black solid lines and blue solid lines indicate the analytical solution by solving the
ionization balance between UVB ionization and recombination in optically thin and OTUV model respectively. Red filled circles are
the neutral fraction by including UVB, stellar radiation and collisional ionization. The UVB intensity at each position is estimated by
fully radiation transfer simulation. Magenta filled circles are the neutral fraction in no-stellar radiation case. Green filled circles are the
neutral fraction in no-stellar radiation case without collisional ionization. Panel (b) : The neutral fraction of gas clump near young star
clusters. The prescription of the estimation is in the text. Different colors of the solid lines show the difference of the condition. The Nph

is emissivity of ionizing photons from star clusters in unit of s−1. The l is the distance between the star clusters and the gas clump in
unit of kpc.

column density of neutral hydrogen gas by projecting the
density distribution along the direction perpendicular to the
plane as

NHI =
X

i

ρi,HIε
mp(1 + z)

(4)

where ε is the comoving gravitational softning length, mp is
the proton mass, and z is the redshift.

Once the column density of each cell in the projected
plane is obtained, we estimate the DLA cross-section of each
halo by simply counting the number of grid-cells that exceed
NHI = 2 × 1020 cm−2 and multiplying this number by the
unit area (ε/(1 + z))2 of the grid-cells.

In Figure 6, we show the DLA cross-section (σDLA) as
a function of total halo mass in OTUV run at z = 3. The
σDLA increases with the halo mass. At first, to evaluate the
effect of ionization by stars, we compare the results with and
without stellar radiation. As we see in figure 6, the σDLA of
some lower mass haloes, which include young star clusters, is
reduced by the stellar radiation. However most of halos seem
not to be affected by the stellar radiation. For quantitative
discussion, we plot the median value in each bin as triangle
symbols, and then fit the median points to a power law,
σDLA ∝ Mα

tot, assuming a functional form of

log σ = α(logMtot − 11.75) + β (5)

where the values of the slope ’α’ and the normalization ’β’
are determined by least-squares fitting. We use the median
value at Mh = 1011.75 M! as the β. The α and β of all runs
are summarized in Table 1. The α and β in the no-stellar
radiation run are almost similar to the result with stellar
radiation. Since most of young stars distribute near high
density gas clumps, most of ionizing ionizing from stars are
blocked by the gas clumps. As a result, the stellar radiation

cannot propagate over wide range in the halo. Therefore we
conclude that the stellar radiation does not effect the σDLA.

We study the effect of UVB models on the cross sec-
tion. Figure 7 shows the σDLA in each galaxy as a function
of halo mass for different UVB runs with stellar radiation.
We find the cross section increases with the halo mass for all
UVB models. The all median values decrease as the UVB
intensity increases. Since compact high-density clouds are
mainly contribute the DLA systems, the UVB intensity at
high-density region is important. Hence the DLA cross sec-
tion in the OTUV run is larger than that in the HM0.5.
The DLA cross section in the optically thin model is ap-
proximately same to that in the HM0.5 model, the both of
α and β are close between the two runs. Therefore if UVB
intensity penetrate to high-density regions, the DLA cross
section is insensitive to the difference of some factor of UVB
intensity. On the other hand, the β of OTUV becomes larger
than that of optically thin and HM0.5, and however α does
not change largely. This suggests the σDLA in all mass range
is equally affected by the difference of UVB treatment. In
addition, of course, our results of optically thin is similar to
that of Nagamine et al. (2004b) which used optically thin
method.

Figure 8 shows the reduced HI mass normalized by HI
mass without stellar radiation, i.e., MHI/M

0
HI, where MHI

and M0
HI are HI mass in each galaxy with and without stel-

lar radiation respectively. The reduced mass increases as de-
creasing halo mass. Once the star formation occurs in low
mass haloes of Mh < 1010 M!, about 30 per cent of HI mass
is reduced by stellar radiation. Whereas, the mean fraction
of reduced mass of Mh > 1011 M! is 0.07. As we see in
Figure 6, because the cross section of DLAs decreases with
halo mass, the effect of reduced mass by stellar radiation be-
comes smaller. Some analytical works estimated the effect
of local stellar radiation under the assumption of simple gas
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Figure 5. Panel (a) : Neutral fraction of hydrogen gas as a function of number density. The points show the ionization degree in each
cell. The halo is Halo E (Mtot = 2.1 × 1010 M!). Black solid lines and blue solid lines indicate the analytical solution by solving the
ionization balance between UVB ionization and recombination in optically thin and OTUV model respectively. Red filled circles are
the neutral fraction by including UVB, stellar radiation and collisional ionization. The UVB intensity at each position is estimated by
fully radiation transfer simulation. Magenta filled circles are the neutral fraction in no-stellar radiation case. Green filled circles are the
neutral fraction in no-stellar radiation case without collisional ionization. Panel (b) : The neutral fraction of gas clump near young star
clusters. The prescription of the estimation is in the text. Different colors of the solid lines show the difference of the condition. The Nph

is emissivity of ionizing photons from star clusters in unit of s−1. The l is the distance between the star clusters and the gas clump in
unit of kpc.

column density of neutral hydrogen gas by projecting the
density distribution along the direction perpendicular to the
plane as

NHI =
X

i

ρi,HIε
mp(1 + z)

(4)

where ε is the comoving gravitational softning length, mp is
the proton mass, and z is the redshift.

Once the column density of each cell in the projected
plane is obtained, we estimate the DLA cross-section of each
halo by simply counting the number of grid-cells that exceed
NHI = 2 × 1020 cm−2 and multiplying this number by the
unit area (ε/(1 + z))2 of the grid-cells.

In Figure 6, we show the DLA cross-section (σDLA) as
a function of total halo mass in OTUV run at z = 3. The
σDLA increases with the halo mass. At first, to evaluate the
effect of ionization by stars, we compare the results with and
without stellar radiation. As we see in figure 6, the σDLA of
some lower mass haloes, which include young star clusters, is
reduced by the stellar radiation. However most of halos seem
not to be affected by the stellar radiation. For quantitative
discussion, we plot the median value in each bin as triangle
symbols, and then fit the median points to a power law,
σDLA ∝ Mα

tot, assuming a functional form of

log σ = α(logMtot − 11.75) + β (5)

where the values of the slope ’α’ and the normalization ’β’
are determined by least-squares fitting. We use the median
value at Mh = 1011.75 M! as the β. The α and β of all runs
are summarized in Table 1. The α and β in the no-stellar
radiation run are almost similar to the result with stellar
radiation. Since most of young stars distribute near high
density gas clumps, most of ionizing ionizing from stars are
blocked by the gas clumps. As a result, the stellar radiation

cannot propagate over wide range in the halo. Therefore we
conclude that the stellar radiation does not effect the σDLA.

We study the effect of UVB models on the cross sec-
tion. Figure 7 shows the σDLA in each galaxy as a function
of halo mass for different UVB runs with stellar radiation.
We find the cross section increases with the halo mass for all
UVB models. The all median values decrease as the UVB
intensity increases. Since compact high-density clouds are
mainly contribute the DLA systems, the UVB intensity at
high-density region is important. Hence the DLA cross sec-
tion in the OTUV run is larger than that in the HM0.5.
The DLA cross section in the optically thin model is ap-
proximately same to that in the HM0.5 model, the both of
α and β are close between the two runs. Therefore if UVB
intensity penetrate to high-density regions, the DLA cross
section is insensitive to the difference of some factor of UVB
intensity. On the other hand, the β of OTUV becomes larger
than that of optically thin and HM0.5, and however α does
not change largely. This suggests the σDLA in all mass range
is equally affected by the difference of UVB treatment. In
addition, of course, our results of optically thin is similar to
that of Nagamine et al. (2004b) which used optically thin
method.

Figure 8 shows the reduced HI mass normalized by HI
mass without stellar radiation, i.e., MHI/M

0
HI, where MHI

and M0
HI are HI mass in each galaxy with and without stel-

lar radiation respectively. The reduced mass increases as de-
creasing halo mass. Once the star formation occurs in low
mass haloes of Mh < 1010 M!, about 30 per cent of HI mass
is reduced by stellar radiation. Whereas, the mean fraction
of reduced mass of Mh > 1011 M! is 0.07. As we see in
Figure 6, because the cross section of DLAs decreases with
halo mass, the effect of reduced mass by stellar radiation be-
comes smaller. Some analytical works estimated the effect
of local stellar radiation under the assumption of simple gas
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Figure 3. The hydrogen neutral fraction (left) and the photoionization rate (right) as a function of hydrogen number density do not
change by varying the simulation box size or mass resolution. This is shown for different simulations at z = 3 in the presence of the UVB
and recombination radiation. Purple solid, blue dashed and red dot-dashed lines show, respectively, the results for L12N256, L06N128

and L06N256. The green dotted line indicates the results for the L06N128 simulation if the gas is assumed to be optically thin to
the UVB radiation (i.e., no RT calculation is performed). The deviation between the optically thin hydrogen neutral fractions and RT
results at n

H
! 10−2 cm−3 shows the impact of self-shielding. The lines show the medians and the shaded areas indicate the 15%− 85%

percentiles. At the top of each panel we show HI column densities corresponding to each density.

of local sources (Rahmati et al. in prep.), increasing the ef-
ficiency of stellar feedback, e.g., by using a top-heavy IMF,
and AGN feedback can also affect these high HI column
densities (Altay et al. in prep.).

To first order, one can mimic the effect of RT by as-
suming gas with n

H
< nH,SSh to be optically thin (i.e.,

Case A recombination) and gas with n
H

> nH,SSh to be
fully neutral. Simulations with three different self-shielding
density thresholds are shown in Figure 2. The dot-dashed,
dot-dot-dot-dashed and long dashed curves correspond to
nH,SSh = 10−1, 10−2 and 10−3 cm−3, respectively. Although
all of these simulations predict the flattening of f(NHI, z),
they produce a transition between optically thin and neu-
tral gas that is too steep. In contrast, the RT results show
a transition between highly ionized and highly neutral gas
that is more gradual, as observed.

3.3 Photoionization rate as a function of density

Figure 3 illustrates the RT results for neutral fractions and
photoionization rates as a function of density in the pres-
ence of UVB radiation and diffuse recombination radiation
for the L06N128, L06N256 and L12N256 simulations at z
= 3. For comparison, the results for the optically thin limit
are shown by the green dotted curves. The sharp transition
between highly ionized and neutral gas and its deviation
from the optically thin case are evident in the left panel.
This transition can also be seen in the photoionization rate
(right panel) which drops at n

H
! 0.01 cm−3, consistent

with equation (13) and previous studies (Tajiri & Umemura
1998; Razoumov et al. 2006; Faucher-Giguère et al. 2010;
Nagamine et al. 2010; Fumagalli et al. 2011; Altay et al.
2011).

The medians and the scatter around them are insensi-
tive to the resolution of the underlying simulation and to the

Figure 4. Ionization rates due to different sources of ioniza-
tion as a function of hydrogen number density. Blue solid, green
dashed and red dotted curves show, respectively, the UVB pho-
toionization rate, the recombination radiation photoionization
rate and the collisional ionization rate. The curves show the me-
dians and the shaded areas around the medians indicate the
15% − 85% percentiles. HI column densities corresponding to
each density are shown along the top x-axis. While the UVB is
the dominant source of ionization below the self-shielding (i.e.,
n

H
" 10−2 cm−3), recombination radiation dominates the ion-

ization at higher densities.

box size. This suggests that one can use the photoionization
rate profile obtained from the RT simulations for calculat-
ing the hydrogen neutral fractions in other simulations for
which no RT has been performed.

Moreover, as we show in §3.5, the total photoionization
rate as a function of the hydrogen number density has the
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Figure 3. Hydrogen neutral fraction vs. total hydrogen number density in a cube of side length 1 comoving Mpc h−1 centered on the A1 system at z = 3. Left:
values for a standard simulation with a uniform UVB. Right: same quantity after post-processing with the ionizing radiative transfer method. The ionizing radiative
transfer shows that the main effect of self-shielding is to create a vertical “plume” of neutral gas above a density nH ∼ 0.01 cm−3. Figures 4 and 5 illustrate the effects
of self-shielding on the dynamics and thermal state of the gas, when it is approximated during the course of the hydrodynamical simulation. The two-dimensional
histograms are in arbitrary (but matching) logarithmic units and weighted by n2

H to emphasize the regions where the two-body emission processes are most efficient.
Gas from multiphase, star-forming particles (nH > 0.13 cm−3) is excluded.

the left shows this distribution for the standard simulation
with a uniform ionizing background. The panel on the right
shows exactly the same quantity after the post-processing
ionizing radiative transfer. The effect of self-shielding is clear.
Roughly, it generates a vertical “plume” above nH ∼ 0.01 cm−3,
indicating the fact that the gas becomes mostly neutral above
this density. This motivates our approximation to the self-
consistent evolution of self-shielded gas in the hydrodynamical
simulations. Namely, we rerun simulations with exactly the
same initial conditions and other physical parameters, but
set the ionizing background to zero in regions where the
density exceeds the fiducial threshold nH = 0.01 cm−3 (for an
alternative scheme in which the UVB is turned off where the gas
is optically thick to ionizing photons on a scale ∼ 0.1–1 kpc,
see Sommer-Larsen 2006; Laursen & Sommer-Larsen 2007;
Laursen et al. 2009b). By turning the ionizing background off in
dense regions on the fly, their thermal and dynamical properties
are consistently evolved with the modified cooling and heating
functions, and the corresponding dynamical response. The
“CDB” simulation analyzed by Goerdt et al. (2010) employed
an analogous scheme, but with a density threshold 10× higher,
nH = 0.1 cm−3; in Section 5, we argue that this difference
likely explains much of the discrepancy with our results. Some
uncertainty is introduced by our choice of a fixed density
threshold for self-shielding, and in the future it would be useful
to improve the methodology by performing proper ionizing
radiative transfer on the fly, which our codes do not allow us
to do at present. There are however reasons to believe that this
choice is a good one, which we outline next.

Figure 4 summarizes the hydrodynamical properties (total
gas distribution, neutral gas distribution, and temperature struc-
ture) for the A1 system at z = 3 for the different treatments
of self-shielding: standard uniform ionizing background, post-
processing ionizing radiative transfer, and the on-the-fly self-
shielding approximation. When the ionizing radiative transfer
is taken into account, the neutral hydrogen column density of the

cold streams can be greatly enhanced, especially in the higher
density regions close to the central and satellite galaxies, in-
dicating the fact that they self-shield (some of the cold gas
at larger radii however remains optically thin). The ionization
structure obtained with the on-the-fly self-shielding approxima-
tion is furthermore remarkably similar to the one obtained with
the post-processing ray tracing scheme, supporting the valid-
ity of using our simple density criterion during the course of
the hydrodynamical simulation. The simulation with on-the-fly
self-shielding is the most accurate as it consistently captures the
thermal evolution and dynamical response of the self-shielded
gas. Figure 5 illustrates the effects of self-shielding on the tem-
perature structure of the gas more explicitly: the self-shielded
gas with n > 0.01 cm−3 is generally cooler (with T ! 104 K)
when its evolution is consistently modeled. This simply results
from the suppression of artificial photoheating and the enhance-
ment of the cooling function in CIE. At these temperatures,
the gas radiates very inefficiently in Lyα, which provides fur-
ther evidence that the simple self-shielding density threshold is
not introducing large errors: the Lyα cooling luminosity ver-
sus halo mass predicted using prescription 9 (discussed below)
is quite close to what is obtained by effectively suppressing
the Lyα emission from all the self-shielded gas, as in prescrip-
tions 2 and 3 in which the self-shielded gas is identified using
a ray tracing method and does not assume a particular density
threshold. We have also run a simulation of the A1 halo with
the ionizing background completely turned off, so that all the
cooling in this case originates from gravitational energy and re-
quires no self-shielding correction. The cooling luminosity for
this simulation equals the one obtained with the simulation with
on-the-fly self-shielding within ∼30%, when the star-forming
regions are identically excised. We are therefore confident that
our simple density threshold for self-shielding yields relatively
accurate results.

The prescriptions for calculating the Lyα cooling lumi-
nosity from the simulations with on-the-fly self-shielding
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Figure 3. Left panel: nH i weighted neutral fraction, xH i(NH i). The red solid line indicates median values in NH i bins for the fiducial model which includes self-shielding
and H2. The contours represent 68%, 95%, and 99% of the data about this median in each bin. Also shown are median values for the models shown in Figure 2 and a
model with lower UV background normalization and no temperature adjustment for self-shielded gas. Right panel: same as left panel, but for the nH i weighted total
hydrogen number density nH = nH i +nH ii +2nH2 . We also show the predictions of the analytic, optically thin model of Schaye (2001a). H2 begins to reduce xH i around
the DLA threshold, NH i = 1020.3 cm−2 and self-shielding flattens the median nH compared to the optically thin case between 1018 cm−2 < NH i < 1020.5 cm−2.
(A color version of this figure is available in the online journal.)

NH i = 1021 cm−2 due to the formation of H2. Systems above
NH i = 1022 cm−2 have lost much of their atomic hydrogen to
molecules, however the H2 likely has a small covering fraction.

The median nH flattens around the beginning of the LLS
range, NH i = 1017.2 cm−2, to approximately 2 × 10−2 cm−3

where it remains roughly constant until the start of the DLA
range, NH i = 1020.3 cm−2. Above this column density, the
gas is fully neutral (see left panel) causing nH to rise steeply
with NH i and f (NH i, z) to steepen (see Figure 2). Above
NH i = 1021 cm−2, the medians for models which include H2
are steeper than linear due to the formation of molecules. The
normalization of the UV Background and the treatment of
temperature can change the LLS characteristic density by half a
decade. For the optically thin case we find excellent agreement
with the corresponding prediction in Schaye (2001a).

4. CONCLUSIONS

We have used a hydrodynamic simulation of galaxy formation
together with an accurate ray-tracing treatment of self-shielding
from the UV background and an empirical prescription for
H2 formation, to compute the z ≈ 3 H i column density
distribution function. We find agreement between the reference
OWLS model and the entire column density range probed
by observations (1012 cm−2 < NH i < 1022 cm−2). We have
shown that f (NH i, z) flattens above NH i = 1018 cm−2 due to
self-shielding, and steepens around NH i = 1020.3 cm−2 and
NH i = 1021.5 cm−2 due to the absorbing gas becoming fully
neutral, and the transition from atomic to molecular hydrogen,
respectively. In future work, we will examine the systems
causing this absorption in greater detail and repeat these analyses
on a large sample of OWLS models.

We thank Joseph Hennawi, Matt McQuinn, Pasquier Noter-
daeme, Xavier Prochaska, and the OWLS team. These simu-
lations were run on Stella, the LOFAR Blue-Gene/L system
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Facilities Capital Fund of BIS, and Durham University as part
of the Virgo Consortium research program and would not func-
tion without the extraordinary efforts of Lydia Heck. This work
was sponsored by the National Computing Facilities Foundation
(NCF) for the use of supercomputer facilities, with financial sup-
port from the Netherlands Organization for Scientific Research
(NWO).
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Figure 4. Neutral fraction of hydrogen gas as a function of num-
ber density. The points show the ionization degree in each cell.
Each panel shows the different haloes, and are same with figure 3
Black solid lines and blue solid lines indicate analytical solution
by ionization balance between UVB ionization and recombination
in optically thin and OTUV model respectively. Red filled circles
show the neutral fraction by including UVB, stellar radiation and
collisional ionization. The UVB intensity at each position is esti-
mated by fully radiation transfer simulation.

section is insensitive to the difference of some factor of UVB
intensity. On the other hand, the β of OTUV becomes larger
than that of optically thin and HM0.5, and however α does
not change largely. This suggests the σDLA in all mass range
is equally affected by the difference of UVB treatment. In
addition, of course, our results of optically thin is similar to
that of Nagamine et al. (2004b) which used optically thin
method.

Figure 8 shows the reduced HI mass normalized by HI
mass without stellar radiation, i.e., MHI/M

0
HI, where MHI

and M0
HI are HI mass in each galaxy with and without stel-

lar radiation respectively. The reduced mass increases as de-
creasing halo mass. Once the star formation occurs in low
mass haloes of Mh < 1010 M!, about 30 per cent of HI mass
is reduced by stellar radiation. Whereas, the mean fraction
of reduced mass of Mh > 1011 M! is 0.07. As we see in
Figure 6, because the cross section of DLAs decreases with
halo mass, the effect of reduced mass by stellar radiation be-
comes smaller. Some analytical works estimated the effect
of local stellar radiation under the assumption of simple gas
distribution (Schaye 2004; Miralda-Escude 2005). Miralda-
Escude (2005) showed that the stellar radiation is negligible
for LLSs, and can be comparable for DLAs as a upper limit.
For inhomogeneous gas distribution, it strongly depends on
the structure between gas and stars, and needs RT simula-
tions. In our simulations, the high-density clouds distribute
near young stars, and the flux by stellar radiation can be
strong similarly to the analytical works. However, the high
density clouds can block the ionizing radiation from stars
as discussed in previous section. Therefore, most of region

Figure 6. The cross section of DLAs and LLSs in each halo as a
function of the halo mass. The points are the OTUV run at z = 3.
Filled circles and open circles show the cross sections with and
without stellar radiation respectively. Upper left: the DLA cross
section of all haloes as a function of halo mass. Upper right: the
DLA cross section of haloes, which include young star clusters,
as a function of halo mass. Lower left: the LLS cross section of
all haloes as a function of halo mass. Lower right: the LLS cross
section of haloes, which include young star clusters, as a function
of halo mass.

behind the high-density gas are not irradiated by the stellar
radiation. On the other hand, since UVB enter from out-
side low-density region, they can irradiate over large area.
In addition, a part of low mass haloes , which do not in-
clude young star particles, contribute the total cross section
of DLAs or LLSs. Thus, the local stellar radiation cannot be
a important role for the both of DLAs and LLSs.

In a similar way to DLAs, we study the cross section
of LLSs with the criteria 1017cm−2 ! NHI < 2 × 1020cm−2.
Figure 6 shows the cross section of LLS (σLLS) as a function
of halo mass in OTUV runs at z = 3. The filled and open
symbols are the results with and without stellar radiation
respectively. Similarly to the σDLA, the σLLS of some lower
mass haloes is also reduced by the stellar radiation. How-
ever the stellar radiation cannot affect the σLLS in all halo
mass range. Therefore we conclude that the stellar radiation
does not influence the absorption systems NHI " 1017 cm−2

largely.
Figure 7.(b) shows the σLLS for different UVB models

with the stellar radiation. The median values of σLLS of the
no-UVB model are larger than that of other UVB models
over all mass range. In low-mass halos, the σLLS decreases
as UVB intensity in high-density regions increases. How-
ever, the σLLS of high-mass halos(Mtot " 1011 M!) in the
OTUV run is smaller than that of the optically thin run or
the HM0.5 run. If the column density of neutral hydrogen
becomes larger than NHI > 2 × 1020 cm−2, the system is
counted as DLA systems. Therefore in the OTUV run, since
UVB radiation does not penetrate to high-density regions,
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Figure 4. Neutral fraction of hydrogen gas as a function of num-
ber density. The points show the ionization degree in each cell.
Each panel shows the different haloes, and are same with figure 3
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show the neutral fraction by including UVB, stellar radiation and
collisional ionization. The UVB intensity at each position is esti-
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section is insensitive to the difference of some factor of UVB
intensity. On the other hand, the β of OTUV becomes larger
than that of optically thin and HM0.5, and however α does
not change largely. This suggests the σDLA in all mass range
is equally affected by the difference of UVB treatment. In
addition, of course, our results of optically thin is similar to
that of Nagamine et al. (2004b) which used optically thin
method.
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mass without stellar radiation, i.e., MHI/M
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HI are HI mass in each galaxy with and without stel-

lar radiation respectively. The reduced mass increases as de-
creasing halo mass. Once the star formation occurs in low
mass haloes of Mh < 1010 M!, about 30 per cent of HI mass
is reduced by stellar radiation. Whereas, the mean fraction
of reduced mass of Mh > 1011 M! is 0.07. As we see in
Figure 6, because the cross section of DLAs decreases with
halo mass, the effect of reduced mass by stellar radiation be-
comes smaller. Some analytical works estimated the effect
of local stellar radiation under the assumption of simple gas
distribution (Schaye 2004; Miralda-Escude 2005). Miralda-
Escude (2005) showed that the stellar radiation is negligible
for LLSs, and can be comparable for DLAs as a upper limit.
For inhomogeneous gas distribution, it strongly depends on
the structure between gas and stars, and needs RT simula-
tions. In our simulations, the high-density clouds distribute
near young stars, and the flux by stellar radiation can be
strong similarly to the analytical works. However, the high
density clouds can block the ionizing radiation from stars
as discussed in previous section. Therefore, most of region

Figure 6. The cross section of DLAs and LLSs in each halo as a
function of the halo mass. The points are the OTUV run at z = 3.
Filled circles and open circles show the cross sections with and
without stellar radiation respectively. Upper left: the DLA cross
section of all haloes as a function of halo mass. Upper right: the
DLA cross section of haloes, which include young star clusters,
as a function of halo mass. Lower left: the LLS cross section of
all haloes as a function of halo mass. Lower right: the LLS cross
section of haloes, which include young star clusters, as a function
of halo mass.

behind the high-density gas are not irradiated by the stellar
radiation. On the other hand, since UVB enter from out-
side low-density region, they can irradiate over large area.
In addition, a part of low mass haloes , which do not in-
clude young star particles, contribute the total cross section
of DLAs or LLSs. Thus, the local stellar radiation cannot be
a important role for the both of DLAs and LLSs.

In a similar way to DLAs, we study the cross section
of LLSs with the criteria 1017cm−2 ! NHI < 2 × 1020cm−2.
Figure 6 shows the cross section of LLS (σLLS) as a function
of halo mass in OTUV runs at z = 3. The filled and open
symbols are the results with and without stellar radiation
respectively. Similarly to the σDLA, the σLLS of some lower
mass haloes is also reduced by the stellar radiation. How-
ever the stellar radiation cannot affect the σLLS in all halo
mass range. Therefore we conclude that the stellar radiation
does not influence the absorption systems NHI " 1017 cm−2

largely.
Figure 7.(b) shows the σLLS for different UVB models

with the stellar radiation. The median values of σLLS of the
no-UVB model are larger than that of other UVB models
over all mass range. In low-mass halos, the σLLS decreases
as UVB intensity in high-density regions increases. How-
ever, the σLLS of high-mass halos(Mtot " 1011 M!) in the
OTUV run is smaller than that of the optically thin run or
the HM0.5 run. If the column density of neutral hydrogen
becomes larger than NHI > 2 × 1020 cm−2, the system is
counted as DLA systems. Therefore in the OTUV run, since
UVB radiation does not penetrate to high-density regions,

c© 2008 RAS, MNRAS 000, 1–12
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Figure 8. Two dimensional map of projected stellar mass (top row), NHI (middle row), and metallicity (bottom row) for the same four
halos shown in Figure 7 in the OTUV run. Each column with the number index corresponds to the same halo in each row of Figure 7,
and the panel sizes are the same as in Figure 7. The color scheme of stellar mass is normalized in each panel. The middle row is the
same as the column (c) in Figure 7, but we show it again for comparison. The white bar in the middle row shows the proper 30 kpc.
Note the di↵erent panel sizes for each column. The metallicity map is obtained by summing up all metal mass along each line-of-sight
and dividing by the total gas mass in the same sight-line. The white circles indicate the virial radius of each halo: physical 68, 37, 23 and
11 kpc for halos (1)-(4), respectively. The virial radius is estimated by Rvir ' 144(1 + zvir)�1(Mh/1011M�)1/3 kpc (e.g., Mo & White
2002), and here we assumed zvir = 3.

3.5 Cumulative DLA Rate of Incidence

Using the fitting function of DLA cross section derived in
§ 3.2, we are now able to estimate the cumulative num-
ber of DLAs per unit redshift. However, there is the mass-
resolution limit in a simulation, and we cannot resolve the
lower mass haloes that may be DLAs host. It may cause the
underestimation of the DLA abundance. In addition, it is
hard to produce very massive halos in a limited simulation
volume. To overcome this resolution limit, the DLA abun-
dance has been estimated by combining a theoretical fit to
the dark matter halo mass function and the derived rela-
tionship between DLA cross-section and halo mass (Gard-
ner et al. 1997a,b, 2001; Nagamine et al. 2004c, 2007; Tescari
et al. 2009). Here, we follow the same method. The cumula-

tive number of DLAs is estimated by

dNDLA

dz
(> M, z) =

dr

dz

Z 1

M

nh(M
0
, z)�DLA(M

0
, z)dM

0
,

(6)

where nh(M
0
, z) is the dark matter halo mass function, for

which we use the function derived in Tinker et al. (2008),
and dr/dz = c/H0

p
⌦m(1 + z)3 + ⌦⇤.

Figure 9 shows the cumulative DLA number as a func-
tion halo mass for di↵erent UVB models. The yellow shaded
region is the observational estimate log(dn/dz) = �0.6±0.1
at z = 3 from SDSS data of Prochaska et al. (2005). We find
that the cumulative abundance largely depends on the UVB
models. The OTUV run agrees well with the observed data

12 , if the cross section steeply drops o↵ at Mh < 109 M�.

In this work, we set the lower limit of halo mass to 109 M�
for the above integration, because the DLA cross section
steeply declines at halo masses of 108.5�109M� (Nagamine

c� 2008 RAS, MNRAS 000, 1–17

Halo Halo Halo Halo

Stellar 
mass

NHI

Metallicity

Yajima, Choi, KN ’12
(Circles:  physical Rvir = 68, 37, 23, 11 kpc)



DLA Cross Section vs. Halo Mass

Yajima, Choi, KN ’12

Tescari+ ’09; GADGET SPH
Fumagali+ ’11; ART AMR

Pontzen+ ’08; GASOLINE SPH
Cen ’10; Enzo AMR

Effect of Radiative Transfer on DLAs and LLS 9

Figure 5. Comparison of DLA cross section with other theoret-
ical works. The black dotted and dashed lines are the results of
P3 and Q3 models, respectively, by Nagamine et al. (2004a). The
black long-dashed and dot-dashed lines are the strong wind (SW)
and weak wind (WW) runs, respectively, in the GADGET SPH
simulations of Tescari et al. (2009). The black filled circles are the
cross sections of seven simulated galaxies in the AMR simulation
of Fumagalli et al. (2011). The cyan and orange shade enclose the
data points from the simulations of Pontzen et al. (2008, Gasoline
SPH simulation) and Cen (2010, Enzo AMR simulation), respec-
tively.

not necessarily provide a perfect fit. At low halo masses, the
median points fall below the power-law fit. At the interme-
diate to high masses, the median points are slightly higher
than the power-law fit, and the cross section seems to flat-
ten out at the highest masses at Mh ∼ 1012M!. A similar
flattening has been observed in other works (Pontzen et al.
2008; Fumagalli et al. 2011), as we will discuss in the next
section in more detail.

3.2.1 Comparison with Other Simulation Results

In Figure 5, we compare the results of DLA cross
section from several authors using different simulations
(Nagamine et al. 2004b; Pontzen et al. 2008; Tescari et al.
2009; Cen 2010; Fumagalli et al. 2011). Although there are
small differences in the slope and normalization, most of the
results are bracketed by our no-UVB run and Optically-Thin
run. There are significant overlap between the results of our
OTUV run, Pontzen et al. (2008), Fumagalli et al. (2011),
and the WW (weak wind) model of Tescari et al. (2009),
which is very encouraging.

Pontzen et al. (2008) considered a crude self-shielding
model, so it is natural that their result is close to the OTUV
run. Although Tescari et al. (2009) also set the self-shielding
threshold density criteria above which UVB cannot pene-
trate, their nUV

th is about one magnitude higher than our
value. Hence, their SW (strong wind) model should give

Figure 6. Upper panels : The ratio of cross sections of DLAs
and LLSs in each halo with (σ) and without (σ0) stellar RT:
i.e., σ/σ0. Lower panel : The mass ratio of neutral hydrogen in
each halo with (MHI) and without (M0

HI) stellar radiation, i.e.,
MHI/M

0
HI. The red points are the mean value in each bin with

the bin size of 0.5 dex.

lower σDLA than our OTUV run. The SW and WW model
have constant wind particle velocities of 600 and 100 kms−1

as a stellar feedback, respectively. The difference between
the SW and WW model of Tescari et al. (2009) is consis-
tent with the results of Nagamine et al. (2004b).

Using an Enzo AMR simulation, Cen (2010) reported
a much higher σDLA than other simulations for halos with
Mh = 1010 − 1011M!, and the reason for this difference is
not very clear. Some of the possibilities are: 1) their star
formation model is considerably inefficient in converting the
neutral gas into stars, 2) their self-shielding treatment is
allowing too much neutral gas in massive halos, and/or 3)
their stellar feedback is inefficient and does not heat up the
ambient neutral gas. They used only two zoom-in simula-
tions (a high-density cluster region and a low-density void
region) to bracket the mean density result, therefore they
only bracketed the observed f(NHI) without reproducing
the normalization of f(NHI). It appears that his result is
more consistent with that of our No-UV run rather than the
OTUV run.

We find that the Fumagalli’s fit to the σDLA for low-
mass halos is much steeper than other simulations, which
could be due to a small galaxy sample in their zoom-in sim-
ulations (only seven galaxies). We discussed the effect of
limited galaxy sample already in § 3.1 and Figure 1.

3.2.2 Effect of Stellar RT on H i Cross Sections

The upper panels of Figure 6 compares the ratio of DLA
and LLS cross section with and without stellar radiation.
The data points are only for those halos that contain star-
forming galaxies in the OTUV run at z = 3. We see that
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3.6 Resolution studies

The new H2-based SF model has implicit resolution de-
pendence. With higher resolution, the simulation resolves
higher (column) densities (Eq. 9), which yield lower s val-
ues (Eq. 11) for a given metallicity. Figure 1 illustrates that
lower s values lead to higher fH2 (Eq. 6), which increases
the SFR (Eq. 14).

To examine the resolution e↵ect, Figure 19 shows
the KS relation for the N600L10, N400L10, N400L34, &
N600L100 runs at z = 6. These panels are ordered by reso-
lution: Panel (a) shows the highest resolution, and Panel (d)
shows our lowest resolution simulation. In Panels (a) & (b),
we can examine the resolution e↵ect on the KS plot when
keeping the box size constant. In general the gas surface
densities where SF takes place do not change very much,
but with higher resolution, the points cover a wider range of
⌃̇?. This is an expected result from a higher resolution sim-
ulation; the additional resolution allows the gas to collapse
to higher densities, yielding additional shielding which eases
the transition to H2.

While Panels (a) & (b) are both from simulations with
a box size of comoving 10h�1 Mpc, Panels (c) & (d) are
from simulation boxes of 34h�1Mpc and 100h�1Mpc, re-
spectively. Increasing the box size of a simulation usually
comes with a price of decreasing the resolution, and it re-
sults in more higher mass halos and fewer low-mass halos
(e.g., Thompson & Nagamine 2012). Note that the simula-
tions shown in Panels (c) & (d) are of lower resolution than
those in Panels (a) & (b). When comparing the L10 boxes
with the L34 & L100 boxes, we are actually examining the
resolution and box size e↵ects simultaneously. Comparing all
the panels in Figure 19 suggests that our KS results are not
significantly a↵ected by these resolution e↵ects. The only
visible e↵ect we see in the figure is that the lower resolution
results in a thinner contour distribution

3.6.1 Probability Distribution Function (PDF) of H2

density

Physical number densities of observed molecular clouds are
on the order of a few hundred cm�3, in rough agreement with
the highest densities achieved in our current cosmological
simulations. Figure 20 shows the mass-weighted PDF of H2

number density at the highest densities in our simulations at
z = 6. As expected, we can see that the peak of the highest
density region shifts to higher densities as the resolution
increases; the lowest resolution production run (N600L100)
has a peak at nH2 ⇠ 102 cm�3, and our highest resolution
production run (N400L10) has a peak at nH2 ⇠ 103.6 cm�3.
However, the N400L10 run has a slightly di↵erent shape
from the other runs, and the higher resolution N600L10 run
has a peak at a slightly lower value of nH2 ⇠ 102.8 cm�3.
The exact reason for this di↵erent PDF shape is unclear,
but presumably it was a↵ected by some SF events.

Earlier, Jaacks et al. (2012a) showed that the Fiducial
runs do not satisfy the Bate & Burkert (1997) mass resolu-
tion criteria, even though gas particles in our N400L10 have
particle masses lower than the typical Jeans mass at z = 6
by a factor of ⇡ 1 � 100. This prevents us from explicitly
resolving the collapse of star forming molecular clouds di-
rectly, and it is one of the primary reasons for employing a

Figure 18. Column density distribution functions of Hi and H2

at z = 6, 3, 1, & 0 for the H2 and Fiducial runs. Redshifts z = 6
& 3 are from the N144L10 runs, while z = 1 & 0 are from the
N600L100 H2 runs (N600L100 Fiducial was omitted because it
lacks the OTUV threshold). The observational data points at
z = 3 are from Péroux et al. (2005, black squares), O’Meara
et al. (2007, magenta squares), Prochaska & Wolfe (2009, green
triangles), and Noterdaeme et al. (2009, blue circles). Panel (d)
shows observations from Zwaan & Prochaska (2006), where black
circles represent the Hi and black triangles represent the H2 col-
umn density distribution functions.

sub-grid model for SF using the KMT model. Given that the
highest densities reached in our simulations is approximately
equivalent to those of observed giant molecular clouds, we
consider that the KMT is suitable to use as a sub-grid model
in our simulation to estimate the H2 mass for star forma-
tion. In fact, the KMT model is well suited to predict the
galactic-scale trends in atomic and molecular content rather
than the structure of individual photo-dissociation regions
(Krumholz et al. 2008; Kuhlen et al. 2012).

4 SUMMARY

We have implemented a new H2-based SF model in our cos-
mological SPH code GADGET-3 . Previous SF models did
not consider the formation of H2, and imposed the KS rela-
tion in their SF prescriptions. The analytic KMT model has
provided a computationally inexpensive way to estimate the
H2 mass fraction in cosmological hydrodynamic simulations,
which allows us to modify our SF prescription to compute
the SFR based on H2 density rather than total gas density.
The model brings a natural dependence of star formation on
metallicity (in addition to the previous dependence through
metal line cooling).

We performed a series of cosmological simulations with
di↵erent box sizes and resolutions, and examined how this
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Figure 1. H i column density distribution function, f (NH i, z), at z ∼ 3;
simulation results are shown as curves and observational data as symbols. The
low NH i curve is obtained using mock spectra fitted with VPFIT. Self-shielding
and H2 are unimportant in this range. The high NH i curve is obtained by
projecting the simulation box onto a plane and includes self-shielding and H2.
The gap around NH i ∼ 1017 cm−2 separates low and high NH i. Poisson errors
on the simulation curves are always smaller than their thickness. We also show
high-resolution observations of the Lyα forest (Kim et al. 2002, “Kim02”), LLSs
(Péroux et al. 2005, “Per05”; O’Meara et al. 2007, “Ome07”), analysis of SDSS
DLA data (Noterdaeme et al. 2009, “NPLS09”), and power-law constraints
(Prochaska et al. 2010, “POW10”; open circles are spaced arbitrarily along
power-law segments and do not represent NH i bins or errors).
(A color version of this figure is available in the online journal.)

commonly used to fit f (NH i, z) in the DLA column density
range (Prochaska & Wolfe 2009; Noterdaeme et al. 2009), sug-

gesting a relationship between the two. At DLA column den-
sities, ionizing radiation from local sources may play a role
(Schaye 2006). We have not included these sources in our self-
shielding model, but Nagamine et al. (2010) have recently shown
that f (NH i, z) changes by less than 0.1 dex when local sources
are included.

Because the UV background suppresses cooling, the tem-
perature recorded in the OWLS snapshots for particles that are
identified as self-shielded in post-processing is an overestimate.
To compensate for this, we enforce a temperature ceiling of
Tshld = 104 K in self-shielded particles in our fiducial model.
The curve labeled “w/o Tshld” shows a model in which we have
not performed this temperature adjustment. Because the temper-
ature dependence of the collisional equilibrium neutral fraction
is very small below 104 K, the two temperature models should
bracket the neutral fractions one would expect from a more
accurate treatment of the temperature. The difference between
these two models is about a factor of 10 smaller than the differ-
ence between the optically thin and self-shielded models but can
be on the order of the observational 1σ error bars around the
DLA threshold where the data are most abundant. We plan to
explore hydrodynamic simulations that include self-shielding in
future work.

3.4. Physical Properties of High NH i Absorbers

Neutral hydrogen mass weighted values for the neutral
fraction, xH i ≡ nH i/nH, and total hydrogen number density,
nH = nH i + nH ii + 2nH2 are plotted as a function of NH i
in Figure 3. The effects of self-shielding produce a steep
deviation from the optically thin power law in xH i above
NH i = 1017 cm−2. As the UV Background normalization is
reduced, and as higher temperatures are used, the deviation
becomes smaller. The median xH i at NH i = 1018 cm−2 in our
fiducial model is 0.3, however there is a large spread in the
data in this column density range. It begins to drop around

Figure 2. f (NH i, z)—LLS and DLA range. In the left panel, we vary the amplitude of the UV background and show the impact of neglecting self-shielding. In the
right panel, we isolate the effects of H2 and show a model in which we have not lowered the temperature in self-shielded particles (w/o Tshld). On top of each panel,
we show the ratio of each model to our fiducial model (solid red curve), which includes self-shielding and H2. The observational data are a subset of those in Figure 1
plus SDSS analysis from Prochaska & Wolfe (2009, “PW09”) in the right panel. Self-shielding becomes important for NH i ! 1018 cm−2 leading to a flattening of
f (NH i, z). Cooling the self-shielded gas yields a constant offset while H2 becomes important above column densities of NH i > 1021.5.
(A color version of this figure is available in the online journal.)
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Figure 1. CDDF of neutral gas at different redshifts in the presence of the UVB and diffuse recombination radiation for L50N512-W3.
A column density dependent amplitude correction has been applied to make the results consistent with WMAP year 7 cosmological
parameters. The observational data points represent a compilation of various quasar absorption line observations at high redshifts (i.e.,
z = [1.7, 5.5]) taken from Péroux et al. (2005) with z = [1.8, 3.5], O’Meara et al. (2007) with z = [1.7, 4.5], Noterdaeme et al. (2009)
with z = [2.2, 5.5] and Prochaska & Wolfe (2009) with z = [2.2, 5.5]. The colored data points in the top-left corner of the left panel are
taken from Kim et al. (2002) with z = [2.9, 3.5] and z = [1.7, 2.4] for the yellow crosses and orange diamonds, respectively. The orange
filled circles show the best-fit based on the low-redshift 21-cm observations of Zwaan et al. (2005). The high column density end of the
HI distribution is magnified in the right panel and for clarity only the simulated HI CDDF of redshifts z = 1, 3 & 5 are shown. The
top-section of each panel shows the ratio between the HI CDDFs at different redshifts and the HI CDDF at z = 3. The simulation results
are in reasonably good agreement with the observations and, like the observations, show only a weak evolution for Lyman Limit and
weak damped Lyα systems below z = 3.

3.1 Comparison with observations

In Figure 1 we compare the simulation results with a com-
pilation of observed HI CDDFs, after converting both to the
WMAP year 7 cosmology. The data points with error bars
show results from high-redshift (z = 1.7− 5.5) QSO absorp-
tion line studies and the orange filled circles show the fitting
function reported by Zwaan et al. (2005) based on 21-cm ob-
servations of nearby galaxies. The latter observations only
probe column densities NHI ! 1019 cm−2.

We note that the OWLS simulations have already been
shown to agree with observations by Altay et al. (2011), but
only for z = 3 and based on a different RT method (see Ap-
pendix C3 for a comparison). Overall, our RT results are also
in good agreement with the observations. At high column
densities (i.e., NHI > 1017 cm−2) the observations probing
0 < z < 5.5 are consistent with each other. This implies
weak or no evolution with redshift. The simulation is con-
sistent with this remarkable observational result, predicting
only weak evolution for 1017 cm−2 < NHI < 1021 cm−2 (i.e.,

Lyman limit systems, LLSs, and weak Damped Ly-α sys-
tems, DLAs) especially at z " 3.

The simulation predicts some variation with redshift for
strong DLAs (NHI ! 1021 cm−2). The abundance of strong
DLAs in the simulations follows a similar redshift-dependent
trend as the average star formation density in our simula-
tions which peaks at z ≈ 2 − 3 (Schaye et al. 2010). This
result is consistent with the DLA evolution found by Cen
(2012) in two zoomed simulations of a cluster and a void.
One should, however, note that at very high column densi-
ties (e.g., NHI ! 1021.5 cm−2) both observations and simu-
lations are limited by small number statistics and the sim-
ulation results are more sensitive to the adopted feedback
scheme (Altay et al. in prep.). Moreover, as we will show
in Rahmati et al. (in prep.), including local stellar ionizing
radiation can decrease the HI CDDF by up to ≈ 1 dex for
NHI ! 1021 cm−2, especially at redshifts z ≈ 2−3 for which
the average star formation activity of the Universe is near
its peak.
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Fig. 10.— Effect of the log-normal PDF of ISM turbulence on the column
density distribution. The squares, z = 3 (No + 09), are observations from
Noterdaeme et al. (2009). The highest observed values are σ ∼ 0.6. We
include the extreme case of σ = 4 to show that even an extreme log-normal
PDF will not remedy the discrepancy. Note that we have normalized the
σ = 0.6 and σ = 4 runs by the same amount for the sake of comparison.
will be present in high redshift DLAs we once again test a va-
riety of parameters. For realistic power-law tails similar to the
ones in Kritsuk et al. (2011), we find no significant change in
the column density distribution. This is expected from cross-
sectional arguments since the regions in which the power-law
behavior develops, GMCs, will be very small and hence very
rare in a cross-section weighted sample.
As a final comment, we note that the results of the log-

normal PDF model described above are consistent with an in-
dependent, observation-based argument mentioned in § 2.3.
There we noted that observations of nearby galaxies show
that the HI column density power spectra can be described
by a steep power-law over a wide range of scales, rang-
ing from ∼ 0.1 pc up to ∼ 10 kpc (Stanimirovic et al.
1999; Elmegreen et al. 2001; Miville-Deschênes et al. 2003;
Dutta et al. 2009, etc.), with slopes of the power spectra rang-
ing from ∼ −1.5 to ∼ −3.5. Such steep power-law behavior
indicates that the HI maps do not have large-amplitude fluc-
tuations on small scales and hence the column density distri-
bution cannot be a strong function of averaging scale. This
argument hinges on observations of local galaxies. However,
if the origin of steep power-law spectra is due to some uni-
versal process, such as turbulence, it is reasonable to expect
that ISM giving rise to DLAs will have similarly steep power
spectra.

4.5.2. Toy Model for Feedback Effects
Since DLAs are associated with the ISM of galaxies, they

can be greatly affected by the physical processes which occur
in the central regions of these galaxies where the star forma-
tion rate is highest and effects of feedback can be expected to
be strongest. Due to high densities and star formation rates,
the centers of these galaxies will be affected by feedback ef-
fects like supernovae and radiation pressure. Some of these
effects have been included in recent works (see Altay et al.
2011; Fumagalli et al. 2011). While we have included the
effects of supernovae, this feedback scheme is inefficient in

Fig. 11.— Effect on column density distribution of removing different sized
regions around the centers of halos. The squares, z = 3 (No + 09), are
observations from Noterdaeme et al. (2009). We see that removing the gas in
the inner 3 kpc of halos brings the column density distribution into agreement
with observations.

driving outflows and does not change the distribution of gas
appreciably.
To explore the impact of a much stronger feedback, we con-

sider a simple toy model. Since feedback mechanisms are
most relevant for the high densities in the inner parts of galax-
ies, we can set an upper limit of their effect by removing the
inner parts of these disks when we calculate the column den-
sity distribution. If this overestimate of the feedback effect
is compatible with the observed column density distribution,
then it is plausible that feedback can bring our simulation into
agreement with observations.
Figure 11 shows the column density distribution with re-

gions of radius 1 and 3 kpc from the parent halo center re-
moved. We see that removing a region of radius 3 kpc is
sufficient to bring the simulations into agreement with obser-
vations. It remains to be seen if realistic star formation and
feedback models can account for such a substantial removal
of gas from the central regions of high-redshift galaxies.

5. COMPARISON TO RECENT SIMULATIONS
A number of recent studies have presented column den-

sity distributions from simulations and compared them
to observations (e.g. Razoumov et al. 2006; Pontzen et al.
2008; Cen 2010; Nagamine et al. 2010; Altay et al. 2011;
Fumagalli et al. 2011). Some of the simulations in these stud-
ies have successfully reproduced the column density distribu-
tion while others were discrepant. Since the observed column
density distribution is a sub-parsec scale probe of atomic hy-
drogen at high redshift, it provides a stringent test of simu-
lations. In fact, since the resolutions found in cosmological
simulations are at best hundreds of parsecs, it is surprising
that any simulation can match observations without delving
into the sub-grid physics. In this section we will try and un-
derstand the reasons behind the success and failures of these
simulations. Such insight will help us understand what addi-
tional physical processes are needed in future simulations to
obtain the observed column density distribution.
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res, OTVET, z=3 

Razoumov+’09  1.0-0.0,
SPH, 6Mpc box, 

~0.5kpc res, resim 9 
gals, z=4-10 

Wise & Cen +’09  0-0.4, AMR, 2 & 8Mpc box, 
0.1pc res, z=8 

Yajima+ ’09  0-0.5,
Eulerian (Mori & 

Umemura ’06 sim, single 
system, t=0-1Gyr)

Yajima, Choi, KN ’11 1.0-0.0
SPH, 10Mpc box, 

~0.5kpc res, z=3-6
100s of gals.
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in origin: the disk can be perturbed by mergers and interactions
with satellites, which are only weakly correlated with SFR or red-
shift (unless a disk goes into a starburst phase).

In the smaller galaxy shown in Figure 8, on the other hand, the
young stars are embedded deep in the neutral disk with no stars
outside the edge. This is because the density and pressure required

for star formation are reached only near the midplane of the disk.
This is also the reason for lower star formation efficiency in dwarf
galaxies in these simulations compared to massive galaxies (see
Tassis et al. 2008 for detailed discussion). The outer, lower den-
sity H i disk is thus inert in terms of star formation. In bigger gal-
axies, the disk is denser and star formation is occurring closer to

Fig. 8.—Edge-on (left) and face-on (right) views of two galaxies from our simulation at z ¼ 3. The top panels show the largest galaxy in the simulation box (Mtot ¼
3:7 ; 1011 M", SFR ¼ 5:8 M" yr#1, fesc ¼ 1:5%), while the bottom row shows a smaller galaxy with a negligible escape fraction (Mtot ¼ 5:3 ; 1010 M", SFR ¼
0:75M" yr#1, fesc ¼ 2:5 ; 10#4). Blue areas show the volume rendering of the H i density, while yellow dots show young stars (stars older than about 20 Myr are not
shown). Sizes of the gaseous disks in both galaxies are comparable, but in the smaller galaxy the stellar disk is fully embedded in the gas disk, resulting in a low value for
the escape fraction.
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Reionization of the Universe

• Simulations suggest 
that the Universe can 
be reionized by the 
star-forming galaxies at 
z=6 if C≤10.

• High fesc for low-mass 
gals helps.

• Dashed line: possible 
quasar contribution 

• Dotted line: Bolton & 
Haehnelt ’07 Blue points: intrinsic emission rate density

Red points: escaped photons

Yajima, Choi, KN ’11



Reionization of the Universe

• Starforming gals can reionize 
the Universe by z=6.

• Showing contribution from 
diff. gal. mass ranges

• yellow & cyan shade:  results 
from Munoz & Loeb ’11

• dotted line: required SFRD 
based on Madau ’99: 
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Figure 12. Relationship between Muv and Ms for galaxies in our
simulations indicated by the black contours (N400L600, N400L34
and N400L10 from upper left to lower right) for z = 6. Median
values in each 0.5mag bin are shown by the black and red triangles
for z = 6 and 8, respectively, with a least-square linear fit to the
median points (solid black and red short-dashed lines, with a slope
of ≈ −0.35). Points greater than our Muv limit of −15 are exclude
from the fit. The green long-dashed line is the observational result
from Gonzalez et al. (2010) with a slope of −0.68.

maintain reionisation (Madau et al. 1999):

ρ̇! ≈ 2× 10−3

(

C
fesc

)(

1 + z
10

)3

, (14)

which is dependent on redshift and the ratio of IGM clump-
ing factor (C) and escape fraction (fesc) of ionizing photons
from galaxies. Although the exact value for C is unknown, a
range of values has been estimated from numerical simula-
tions: C = 30 (Gnedin & Ostriker 1997), C = 10 (Iliev et al.
2006), and C = 3− 6 (Pawlik et al. 2009).

In our recent work, Yajima et al. (2010) estimated the
values of fesc as a function of halo mass in our simula-
tions, by performing ray-tracing radiative transfer calcula-
tions of ionizing photons from star-forming galaxies. They
found that fesc decreases with increasing halo mass. In or-
der to obtain a representative value of fesc, we compute
the average 〈fesc〉, weighted by the halo number density, us-
ing Sheth & Tormen (2002) halo mass function, and obtain
〈fesc〉 = 0.42. Here we use this value to calculate C for each
assumed value of C/fesc.

For comparison, the yellow and cyan shaded areas in
Figure 13 represent a range of model predictions fromMuñoz
& Loeb (2010). They developed a semi-analytic model of
star-forming galaxies using extended Press-Schechter the-
ory, and examined the effect of minimum halo mass that
can host a galaxy on the UV LF. They found that the
best-fit UV LF to the current observations can be obtained
with a minimum halo mass of Mh,min ≈ 109.4M". The

Figure 13. Star formation rate density (SFRD) as a function of
redshift. The result from multiple galaxy stellar mass ranges are
shown: 106.8 < Ms/M" < 108 (red), 108 < Ms/M" < 109 (blue)
and Ms > 109M" (black). The total sum of all mass ranges is
shown as the dark green dashed line, and the fractional contribu-
tion from each mass range can be found in Table 4. Observational
estimates taken from Bouwens et al. (2010) (black squares) and
Ouchi et al. (2009) (magenta triangles). The yellow and cyan
shaded areas represents a range of model estimates presented
in Muñoz & Loeb (2010). Dotted black contour lines represent
minimum SFRD required to keep the IGM ionized as defined by
Madau et al. (1999) using varying values for C and a constant
value of fesc = 0.42.

SFRD Fraction

z 106.8 − 108M" 108 − 109M" > 109M"

6 0.66 0.25 0.08
7 0.72 0.24 0.04
8 0.83 0.15 0.02
9 0.89 0.11 —
10 1.00 — —

Table 4. Fractional contribution from each galaxy stellar mass
range to the total SFRD found in Figure 13 at z = 6 − 10. The
redshift evolution of these values are summarised in Figure 14.

cyan shade indicates the SFRD derived using this best-fit
minimum halo mass and varying L1500/SFR. The same is
done considering Mh,min = 108M", shown by the yellow
shade. By comparison, our simulation is more consistent
with the case ofMh,min ∼ 108M", as confirmed by the direct
data in our simulation. In our N400L10 run which resolves
the lowest halo mass among the three simulations, we find
Mh,min ≈ 108.2M", corresponding to the virial temperature
of Tvir ≈ 104 K. This is expected, because the cooling curve
used in our simulation cuts off at around this temperature.

c© 0000 RAS, MNRAS 000, 000–000

<fesc>=0.42 from RT result of 
Yajima+ ’11
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Impact of H2-based SF model

14 Thompson, Nagamine, Jaacks, & Choi

Figure 12. Panels (a-c): Galaxy stellar mass function for three di↵erent box sizes at z = 6, plotted against their respective Fiducial
run. Panel (d): Composite GSMF of the H2 runs, compared with the Fiducial composite GSMF (black dashed line). Additionally we
show DC corrections (Jaacks et al. 2012b) with (dot-dashed) and without (dotted) dust correction. The yellow shaded region is the
observational estimate from González et al. (2010).

estimate from González et al. (2010, yellow shade) at z = 6
is also shown. At high-mass end of M? > 109M�, the two
composite GSMFs from H2 and Fiducial runs agree well.
The slight kink in the composite GSMF at M? ⇠ 108.8M�
for the H2 run is due to the resolution gap between the
simulations; we have verified that an intermediate resolu-
tion run (N500L34, ✏ = 2.72h�1kpc) fills in this gap. Due
to the heavy computational load, we did not complete the
corresponding Fiducial run for N500L34, therefore this run
is not used for other comparisons in this paper. At the low-
mass end of M? < 108M�, the H2 run has significantly lower
number density of galaxies than the Fiducial run. This il-
lustrates that the H2 model has a greater impact on the
number density of low-mass galaxies.

3.3.1 On the overprediction of GSMF

One of the primary motivation for implementing the H2-
based SF model was to see if it can remedy the overpredic-

tion of GSMF at low-mass end due to its natural dependence
on metallicity as we described in Section 1. In the earlier sec-
tions, we saw that indeed the H2-based SF model reduces
the number of low-mass galaxies. However, even with the
new H2 model, we are still over-predicting the number of
low-mass objects at M? = 107.8 � 108.6M� compared to the
observational estimate of González et al. (2010) at z = 6
(Panel [d]). Therefore the H2 model alone does not seem to
be able to solve this generic problem of CDM model. Our
simulations also seem to under-predict the number of mas-
sive galaxies with M? > 109.5M� when compared to the
González et al. (2010) observational data at z = 6. Jaacks
et al. (2012a) argued that this di↵erence likely originates
from the di↵erent slope in the M?�SFR relation, where the
observational estimate was derived by using a crude rela-
tion from z ⇠ 4 and applied to z = 6 assuming that it is
unchanged. In our simulations, the M?�SFR relation has a
di↵erent slope, and this results in a di↵erent slope in the
GSMF.
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run. Panel (d): Composite GSMF of the H2 runs, compared with the Fiducial composite GSMF (black dashed line). Additionally we
show DC corrections (Jaacks et al. 2012b) with (dot-dashed) and without (dotted) dust correction. The yellow shaded region is the
observational estimate from González et al. (2010).

estimate from González et al. (2010, yellow shade) at z = 6
is also shown. At high-mass end of M? > 109M�, the two
composite GSMFs from H2 and Fiducial runs agree well.
The slight kink in the composite GSMF at M? ⇠ 108.8M�
for the H2 run is due to the resolution gap between the
simulations; we have verified that an intermediate resolu-
tion run (N500L34, ✏ = 2.72h�1kpc) fills in this gap. Due
to the heavy computational load, we did not complete the
corresponding Fiducial run for N500L34, therefore this run
is not used for other comparisons in this paper. At the low-
mass end of M? < 108M�, the H2 run has significantly lower
number density of galaxies than the Fiducial run. This il-
lustrates that the H2 model has a greater impact on the
number density of low-mass galaxies.

3.3.1 On the overprediction of GSMF

One of the primary motivation for implementing the H2-
based SF model was to see if it can remedy the overpredic-

tion of GSMF at low-mass end due to its natural dependence
on metallicity as we described in Section 1. In the earlier sec-
tions, we saw that indeed the H2-based SF model reduces
the number of low-mass galaxies. However, even with the
new H2 model, we are still over-predicting the number of
low-mass objects at M? = 107.8 � 108.6M� compared to the
observational estimate of González et al. (2010) at z = 6
(Panel [d]). Therefore the H2 model alone does not seem to
be able to solve this generic problem of CDM model. Our
simulations also seem to under-predict the number of mas-
sive galaxies with M? > 109.5M� when compared to the
González et al. (2010) observational data at z = 6. Jaacks
et al. (2012a) argued that this di↵erence likely originates
from the di↵erent slope in the M?�SFR relation, where the
observational estimate was derived by using a crude rela-
tion from z ⇠ 4 and applied to z = 6 assuming that it is
unchanged. In our simulations, the M?�SFR relation has a
di↵erent slope, and this results in a di↵erent slope in the
GSMF.
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Figure 7. Cosmic SFRD for our simulations compared to some observations. The left panel is for the Salpeter IMF, and the right for
Chabrier IMF. The Fiducial runs are using Salpeter IMF, and the H2 runs are using Chabrier IMF. The observational data are from: the
CLASH program (Postman et al. 2012; Coe et al. 2012, red triangles), Bouwens et al. (2011, 2012, black circles), Reddy & Steidel (2009,
green crosses), Schiminovich et al. (2005, black stars), Kistler et al. (2009, cyan shade), and Nagamine et al. (2006, magenta hatched
region). All observational data are corrected for dust extinction by each author as they deemed appropriate.

Figure 9. Gas mass fraction fgas = Mgas/(Mgas +M?) of simu-
lated galaxies as a function of galaxy stellar mass. Black triangles
in Panels (b) & (c) are observed galaxies at z ⇠ 2 (Erb et al.
2006). In Panel (d) we show observational data at z = 0 taken
from Peeples & Shankar (2011).

galaxies in our simulations, we group gas and star particles
based on the baryonic density field rather than the dark
matter. This allows us to identify galaxies directly, and then
calculate properties such as their SFRs, stellar masses (M?,
which we distinguish from M?,200), gas masses (Mgas, which
we distinguish from Mgas,200) and metallicities. A more de-
tailed description of this galaxy group finding process can
be found in Nagamine et al. (2004c).

Together with the friends-of-friends halo finding, we are
interested in how the grouped galaxies relate to the DM
halos. To find out the matching between the two sets, we
search for the nearest DM halo from the center-of-mass of
each galaxy. We limit our galaxy sample to those with mini-
mum 10 star particles, and those that reside in halos with at
least 100 DM particles. Note that the DM structure between
the Fiducial and H2 runs are nearly identical, because they
both use identical IC.

We can then make a scatter plot of corresponding MDM

andM? of each halo as shown in Figure 8. In Panel (a) we see
that the low mass galaxies (M? ⇠ 106 � 109M�) at z = 6 in
the two runs reside in di↵erent halos with di↵erent masses;
the median result of the two runs lie almost an order of
magnitude apart, with the Fiducial run galaxies residing in
lower mass halos on average. This is because the SF requires
a higher threshold density in the H2 run and the gas requires
a deeper potential-well of massive halos in order to form the
same amount of stars as in the Fiducial run. The results of
the two runs converge at higher masses (MDM > 109M�),
suggesting that those halos contain similar galaxies in the
two runs. For higher mass halos with MDM > 1011.5M�,
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Figure 9. Gas mass fraction fgas = Mgas/(Mgas +M?) of simu-
lated galaxies as a function of galaxy stellar mass. Black triangles
in Panels (b) & (c) are observed galaxies at z ⇠ 2 (Erb et al.
2006). In Panel (d) we show observational data at z = 0 taken
from Peeples & Shankar (2011).

galaxies in our simulations, we group gas and star particles
based on the baryonic density field rather than the dark
matter. This allows us to identify galaxies directly, and then
calculate properties such as their SFRs, stellar masses (M?,
which we distinguish from M?,200), gas masses (Mgas, which
we distinguish from Mgas,200) and metallicities. A more de-
tailed description of this galaxy group finding process can
be found in Nagamine et al. (2004c).

Together with the friends-of-friends halo finding, we are
interested in how the grouped galaxies relate to the DM
halos. To find out the matching between the two sets, we
search for the nearest DM halo from the center-of-mass of
each galaxy. We limit our galaxy sample to those with mini-
mum 10 star particles, and those that reside in halos with at
least 100 DM particles. Note that the DM structure between
the Fiducial and H2 runs are nearly identical, because they
both use identical IC.

We can then make a scatter plot of corresponding MDM

andM? of each halo as shown in Figure 8. In Panel (a) we see
that the low mass galaxies (M? ⇠ 106 � 109M�) at z = 6 in
the two runs reside in di↵erent halos with di↵erent masses;
the median result of the two runs lie almost an order of
magnitude apart, with the Fiducial run galaxies residing in
lower mass halos on average. This is because the SF requires
a higher threshold density in the H2 run and the gas requires
a deeper potential-well of massive halos in order to form the
same amount of stars as in the Fiducial run. The results of
the two runs converge at higher masses (MDM > 109M�),
suggesting that those halos contain similar galaxies in the
two runs. For higher mass halos with MDM > 1011.5M�,
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Conclusions

• Shape of f(NHI): not fully understood yet -- Very rich 
subject

• DLA cross section:  σDLA≈103 kpc2 for Mh=1012 M⦿  
--- but slope and shape of σ(Mh); more study needed.

• Opt-thin approx is no good;  the OTUV model is a good 
approx. to the RT result.  (KN+ ’10;  Yajima+ ’12)

• fesc: wide variety; not understood.  Scatter and time 
variation

• Future work: Improve SF and feedback (SN/AGN); H2 

effect; Metallicity & radiation dependence (metal diffusion; 
turbulence…)



End


