Production and evaluation of silicon immersion gratings for infrared astronomy
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Immersion gratings, diffraction gratings where the incident radiation strikes the grooves while immersed in a dielectric medium, offer significant compactness and performance advantages over front-surface gratings. These advantages become particularly large for high-resolution spectroscopy in the near-IR. The production and evaluation of immersion gratings produced by fabricating grooves in silicon substrates using photolithographic patterning and anisotropic etching is described. The gratings produced under this program accommodate beams up to 25 mm in diameter (grating areas to 55 mm × 75 mm). Several devices are complete with appropriate reflective and antireflection coatings. All gratings were tested as front-surface devices as well as immersed gratings. The results of the testing show that the echelles behave according to the predictions of the scalar efficiency model and that tests done on front surfaces are in good agreement with tests done in immersion. The relative efficiencies range from 59% to 75% at 632.8 nm. Tests of fully completed devices in immersion show that the gratings have reached the level where they compete with and, in some cases, exceed the performance of commercially available conventional diffraction gratings (relative efficiencies up to 71%).

The main advantage of immersion gratings over front-surface devices is that of resolving power versus grating length and therefore the overall mass and volume of the grating spectrometer. The maximum attainable resolving power \( R = \frac{\lambda}{\Delta \lambda} \) for a grating immersed in a medium with refractive index \( n \), when used in a Littrow configuration is given by

\[
R = \frac{2nL \sin \delta}{\lambda} = \frac{2nW \tan \delta}{\lambda} = mN,
\]

where \( L \) is the illuminated length of the grating, \( W \) is the beam diameter, \( \delta \) is the blaze angle, \( \lambda \) is the vacuum wavelength, \( N \) is the number of illuminated grooves, and \( m \) is the diffraction order. The difference between a front-surface grating and an immersion grating of the same size arises because the wavelength of light in a dielectric is decreased by a factor of \( n \). This decrease makes the phase difference between the extremes of the illuminated parts of the grating surface \( n \) times larger (Fig. 1) and increases

1. Introduction

The silicon grating group at the University of Texas has spent the last 15 years developing techniques for etching precisely placed grooves into monocrystalline silicon substrates, as well as shaping and coating these substrates in order to produce silicon grisms [1,2] and echelle gratings [1,3–6]. The goal of our silicon echelle program is to produce gratings that can be used as immersion echelles from 1.1 to 5 \( \mu \)m. These devices permit compact optical designs of high-resolution near-IR spectrographs.

A. Principles of Operation

An immersion grating is a ruled diffraction grating in which the light strikes grooves from inside a medium with index of refraction, \( n \), greater than 1. Upon being diffracted, light exits either through the same entrance face or an appropriately positioned exit face.
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the resolving power by the same factor. The grating equation inside the medium is

$$m\lambda = \sigma n (\sin \alpha + \sin \beta),$$  \hspace{1cm} (2)

where \(\sigma\) is the groove period, and \(\alpha\) and \(\beta\) are the incident and diffracted angles inside the material. Equation (2) implies that the immersed echelle operates in an order which is \(n\) times larger when the light passes through a medium with index of refraction \(n\). The bottom panel shows an enlarged view of the ruled surface. The ruled grooves are separated by flat groove tops that served as etch stops during the manufacturing process. The groove spacing and allowable spacing error are related to the projected spacing and the groove piston error through the blaze angle \(\delta\) (see text).

$$\frac{d\beta}{d\lambda} = \frac{m}{\sigma \cos \delta} = \frac{\sin \alpha + \sin \beta}{\lambda \cos \beta},$$  \hspace{1cm} (3)

where \(\alpha\) and \(\beta\) are the incident and diffracted angles outside the material. There is an \(n\) fold increase in the angular dispersion, which one can think of as resulting either from the increase in the diffraction order by a factor of \(n\), or as a result of Snell's law and the refraction of light at the material–air interface.

In IR astronomy and in atmospheric science, it is often helpful to be able to cover large continuous wavelength regions in single exposures at high resolving power. At optical wavelengths, cross-dispersed echelle spectrometers with large-format CCD detectors routinely cover bands of \(\Delta \lambda / \lambda = 0.2\) at resolving powers of 40,000 or more [7–9]. In the IR, there are as yet no high resolution instruments at comparable resolving power with continuous wavelength coverage larger than \(\Delta \lambda / \lambda = 0.014\) [10]. The difference stems from the limited size of current IR detector arrays and, more importantly, from the limitations on the maximum groove spacing available in ruled gratings (\(\sim 50 \mu m\)). While gratings with larger groove spacings do exist [11,12], they are neither readily available nor precise enough for high diffraction efficiency in the near–IR. With micromachined immersion gratings, the increase in the order number by a factor of \(n\), coupled with an ability to produce coarse grooves, makes possible the design of cross-dispersed echelle spectrographs with continuous spectral coverage over large ranges in wavelength. The number of diffraction-limited spectral resolution elements per order equals the number of illuminated grooves, \(N\). Since the resolving power \(R\) of a grating equals the product of the order number \(m\) and the number of illuminated grooves \(N\), higher resolving power at a fixed order number leads to larger numbers of resolution elements per order. In the IR, where detector array sizes are limited, it is hard to sample an entire order adequately unless the grating is of very high order. This result makes immersion echelles a perfect choice for compact, cross-dispersed spectrographs covering large stretches of continuous wavelength space.

B. History

The principle of immersion gratings was first described by Fraunhofer who experimentally determined the grating equation for diffractive optics immersed in various fluids [13,14]. It was rediscovered half a century ago [15]. An immersion grating concept based on ion milling of germanium was patented in 1984 [16] but was never put into practice. Work on immersion gratings started appearing in the astronomical literature in the late 1980s. Early investigations used diffraction gratings immersed in BK7 glass [17] and quartz [18], with additional work continuing in recent years [19,20]. In the IR, several groups began to experiment with diffraction gratings chemically etched in silicon [3,21–27]. Other groups have produced prototype immersion gratings by diamond-machining grooves in various materials [28], including germanium [29,30], ZnS, ZnSe [31,32], and thallium bromoiodide [33].
Much silicon processing takes advantage of the crystal plane geometry of monocrystalline silicon and of anisotropic etchants such as aqueous potassium hydroxide (KOH), which etches silicon \{100\} planes much faster than \{111\} planes [42]. If we cut a silicon wafer so that a \{100\} plane is exposed and, along the intersections of \{100\} and \{111\} planes, place a series of stripes in a material resistant to etching by KOH, the high anisotropy ratio (the ratio of the etch rates across the crystal planes) of the solution for the \{100\} and \{111\} planes results in symmetric, V-shaped grooves with their walls defined by slow etching \{111\} planes [43]. The intersecting \{111\} planes define a groove opening angle of 70.53° instead of the 90° angle common to most ruled gratings. The resulting grating is blazed at 54.74°. To produce a grating with a blaze angle different than 54.74°, we expose a surface that has been rotated with respect to the \{100\} plane (Fig. 2). The etchant exposes \{111\} planes in this case as well, but the resulting profile is asymmetric and blazed at the desired angle δ.

In addition to having different opening angles, micromachined gratings have a flat groove top, which occurs as a result of the manufacturing process (Fig. 1). For high-order gratings used in immersion, the smaller valley angle and the groove tops should have no effect since the vertices and the tops are hidden behind groove walls. When used in high orders, gratings operate in the scalar limit, and the performance of an error-free silicon immersion grating is indistinguishable from that of an error-free ruled reflection grating operating in the same order. However, in low orders, a more rigorous approach using vector modeling should be used because the wavelengths at which the grating operates are comparable to the groove width, and the grooves are no longer simple reflecting surfaces [44]. Our group has investigated the behavior of low-order gratings theoretically [45], and found that, even in low order, the measured efficiencies of micromachined silicon gratings are very close to those of comparable ruled gratings [3].

We outline here the production and analysis of three immersion gratings, G0, G1, and G3. The physical parameters of these gratings are listed in Table 1. G1, completely cut and equipped with antireflection and metallized coatings, was designed for use in a spectrograph proposed for the NASA Infrared Telescope Facility (IRTF). G0, also completely cut and coated, was a prototype used to test many concepts that were subsequently applied to G1. G1’s successor G3 is a completed grating, cut but not yet coated. We will talk about the process of

---

**Table 1. Immersion Grating Physical Design Parameters**

<table>
<thead>
<tr>
<th>Grating</th>
<th>Blaze Angle δ</th>
<th>Groove Spacing σ</th>
<th>Groove Top τ</th>
<th>Passivation Material and Thickness</th>
<th>Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>G0</td>
<td>54.7°</td>
<td>142 μm</td>
<td>10 μm</td>
<td>600 nm thermal oxide</td>
<td>Ruled</td>
</tr>
<tr>
<td>G1</td>
<td>63.4°</td>
<td>80 μm</td>
<td>6 μm</td>
<td>60 nm silicon nitride</td>
<td>Photolithographic</td>
</tr>
<tr>
<td>G3</td>
<td>32.6°</td>
<td>87 μm</td>
<td>6 μm</td>
<td>60 nm silicon nitride</td>
<td>Photolithographic</td>
</tr>
</tbody>
</table>

---
chemically ruling grooves into silicon crystal as well as the tolerances for this process, show results from tests performed on our gratings and the analysis of grating errors and their sources, and summarize the results of our research to date.

2. Material Processing

There are three stages in the production of silicon immersion gratings, as illustrated in Fig. 3: substrate preparation (steps 1–5, which include growing the boule, orientation, cutting, polishing, and coating with a passivation layer and a photoemulsion), production of the grooves (steps 6–11, which includes transferring a pattern of stripes from a mask to the passivation layer and chemical ruling using anisotropic etching), and shaping and coating the substrate of the grating for use in immersion (steps 12–13). We discuss here the tolerances required to produce useful devices and then go through the details of the process outlined in Fig. 3.

![Fig. 3. (Color online) Steps involved in chemically ruling a grating in silicon material.](image-url)
A. Tolerances

While the increase in the phase difference over the whole illuminated length of the grating attributable to the immersion of grooves in a dielectric works to our advantage by producing a significant increase in the resolving power of the grating, it also imposes stricter tolerances on the groove positioning (see Fig. 1). From the standpoint of sensitivity to manufacturing errors, a silicon immersion grating operating at 2 μm is equivalent to a front-surface device operating at 580 nm. To get an initial estimate of the tolerances at each processing step, we first assume that errors are caused by independent and random misplacements of the individual grooves. These piston errors are distributed with rms amplitude \( \varepsilon_{rms} \) and produce wavefronts out of phase with the rest of the grating. These wavefronts are not completely able to interfere constructively with the light coming from periodically placed groove facets, and therefore some of the light propagates in undesired directions. In the case of random Gaussian and independent groove displacements, the grating efficiency \( \eta \) for an echelle is given by [46]

\[
\frac{\eta}{\eta_0} = \exp \left[ -\left( \frac{2\pi}{\lambda} \frac{2\varepsilon_{rms}}{h} \right)^2 \right], \tag{4}
\]

where \( \eta_0 \) is the maximum efficiency possible for a given geometry when no groove displacement errors are present, and \( \varepsilon_{rms} \) is the rms wavefront error. For \( \eta/\eta_0 > 80\% \), the maximum allowable wavefront error is \( \varepsilon_{rms} = \lambda/26.6 \) (equal to \( \sim 22 \) nm for \( \lambda = 580 \) nm). Assuming an R2 echelle for which \( \delta = 63.4^\circ \), the groove placement error can be up to \( \Delta \sigma_{rms} = \varepsilon_{rms}/\sin \delta = 25 \) nm.

Errors in groove positioning can arise from errors in the substrate flatness, errors in the pattern transfer from the mask to the passivation layer (including errors in the mask itself), and errors in the etching of grooves in silicon. Assuming equal and uncorrelated errors, these steps should each contribute a wavefront error less than \( \varepsilon_{rms}/3^{1/2} = 13 \) nm. We examine each of these errors and how they translate into manufacturing tolerances. In this example, tolerances are calculated for G1 (blaze angle \( \delta = 63.4^\circ \)) but formulas are given so the same calculation can be repeated for different blaze angles.

Flatness errors can arise in the disk cutting and polishing steps. The allowable rms error of the surface is (13 nm)/(cos 63.4°) = 29 nm or \( \sim \lambda/22 \) at \( \lambda = 632.8 \) nm. Note, however, that in polished pieces, the largest deviation from a flat surface usually occurs on large scales and at the edges of the piece, rather than everywhere or on all length scales.

Errors also occur in transferring the unblazed groove pattern to the substrate [4]. Any errors that are present in the pattern on the original photomask will propagate to the grating and result in phase errors with a sin \( \delta \) scaling. Variations in photoresist thickness, passivation layer thickness, and the depth of plasma over etch into underlying substrate will transfer to groove displacement errors with a cos \( \delta \) scaling.

Errors during the chemical etching of grooves into silicon result primarily from spatial variations in the etch rate. The errors arise when etching across the (111) plane shifts the groove positions. The error is the product of \( \Delta R_{111} \), the rms deviation from the mean etch rate along the (111) directions and \( \varepsilon_{etch} \), the time needed to etch a complete groove. If \( R_{100} \) is the etch rate in the (100) direction, and \( h \) is the groove depth of a symmetric profile with groove spacing \( \sigma \), then

\[
\varepsilon_{etch} = \frac{\sigma - \tau}{2} \tan 54.7^\circ, \tag{5}
\]

and \( \tau \) is the length of the groove top. The wavefront error arising from the etching is

\[
\varepsilon_{etch} = \frac{\Delta R_{111}}{R_{100}} \frac{\sigma - \tau}{2} \tan 54.7^\circ. \tag{6}
\]

If we want to calculate the etch rate variation allowed for a given wavefront error \( \varepsilon_{etch} \), the allowable fractional variation in the (111) etch rate is

\[
\frac{\Delta R_{111}}{R_{111}} = \frac{2 \varepsilon_{etch}}{R_{100}/R_{111} - \sigma - \tau}. \tag{7}
\]

This result makes high anisotropy ratios, \( R_{100}/R_{111} > 100 \), desirable. For groove periods of approximately 100 μm and anisotropy ratios of \( \sim 100 \), we need to keep the etching rates constant to within 1% to 2% across the whole surface of the grating.

We have found that the flatness of the entrance face is generally not a source of significant error. Because the light is entering and exiting the substrate along somewhat different paths, combined phase errors in the two transitions through this surface add incoherently and therefore scale as \( 2 \) times less stringent than the tolerances for the groove positions. Vendors are capable of delivering surface figures of \( \lambda/20 \) or better at 632.8 nm for thick silicon pieces.

B. Substrate Preparation

For the work discussed here, we use high-purity float-zone (FZ) silicon boules up to 75 mm in diameter with resistivities of approximately 2000 Ω cm. FZ material has slightly better IR transmission owing to lower \( O_2 \) content, and stress birefringence effects, if any, should be minimized [28,47]. The purchased boules were oriented with the (100) axis along the cylinder and had initial length of \( \sim 250 \) mm. Using x-ray diffractometry, a (110) plane was located, and a 38 to 55 mm wide precision flat was machined along the length of the boule. The boule was then mounted and sliced into 1–30 mm thick disks (step 2 in Fig. 3) at 0°, 8.66°, and 22.14° away from the (100) plane toward the (111) planes (but in opposite directions),
corresponding to 54.74°, 63.4°, and 32.6° blaze angles of G0, G1, and G3. All orientations were made with a precision of ~0.05°. Errors larger than this in the (110) orientation result in groove defects such as dislocations in the groove walls [48]. Tilting the boule relative to the (100) plane during the dicing produced asymmetric disks, which are awkward to spin coat with photosist.

The asymmetric disks were ground on one side and then polished using the chemical mechanical polishing (CMP) method to avoid subsurface damage to the crystal lattice. The flatness of silicon substrates was measured interferometrically by the polisher. Over the central 86% of the area of the 75 mm diameter disks, the measured rms error of the polished silicon surface was smaller than λ/100 at 632.8 nm for all disks.

Polished substrates were coated with a passivation layer (Table 1 and step 4 in Fig. 3). We have used both silicon dioxide and silicon nitride in our processing, but favor Si$_3$N$_4$ because of its negligible etch rate in KOH solutions. For SiO$_2$, the large etch rate of 100 nm/hr in KOH [49] leads to defects in the mask layer and, subsequently, in the groove wall [5,50]. The oxide must be thick enough not to etch through while the KOH produces the grooves leading to a typical oxide thickness of 600 nm. During the thermal growth of the SiO$_2$ layer at high temperatures (typically above 1000 °C), oxygen diffuses into silicon crystal, thus increasing the amount of impurities that can cause etch pits during the chemical etching of grooves. Because we wanted to use thinner passivation layers and avoid high-temperature processing steps, we started using low-pressure chemical vapor deposition (LPCVD) nitride. A nitride layer of 60–100 nm thickness can have thickness uniformity of <5% peak to valley over the whole surface, well within our tolerance for substrate flatness. The thickness of the passivation layer also affects the groove positioning errors. Thicker passivation layers tend to cause larger transfer errors, thus diminishing grating performance [4].

### C. Pattern Transfer

Before starting processing, each piece is cleaned with acetone, isopropanol, methanol, and distilled water. After drying with a stream of dry nitrogen gas, they are baked for 1 h. We use contact masks consisting of several hundred to several thousand parallel chrome lines (a few micrometers wide by 50 to 100 mm long) on quartz substrates to define the pattern that needs to be transferred to the passivation layer. The commercially obtained VLSI photolithographic masks are patterned onto 6 in. square quartz substrates up to 0.25 in. thick. These masks are flat to better than λ/20 at 632.8 nm, as shown by the regularity of the fringe patterns that appear when the masks are placed in contact with the silicon substrate or with an optical flat. The original mask is more than adequately accurate. The vendor performed measurements of line positions on a random sample of lines on completed masks. The measured rms errors in line placement (relative to the first measured line) were 5 nm and 10 nm, respectively, for the masks used to make G1 and G3.

The first step in the pattern transfer involves the deposition of a uniform layer of photosensitive organic emulsion (photosist) on top of the passivation layer (step 5 in Fig. 3): we spin the substrate up to 3500 rpm to spread an adhesion layer of primer and a novolak photosist over the surface. The uniformity of primer and photosist can be verified during this step by observing the color change across the substrate attributable to reflection from silicon and interference inside the photosist layer. The measurements using an ellipsometer confirm that the achieved photosist thickness, 500 ± 50 nm agreed with the manufacturer specifications, and the uniformity of the photosist coated surfaces was better than 1 nm in all cases. We harden the photosist by baking and are then ready to expose the desired line pattern.

In the next step, the line pattern is transferred to the photosist by exposure to UV radiation (step 6 in Fig. 3). We align the mask so that the lines are perpendicular to within 0.05° of the (110) precision flat of each disk. The mask is brought into contact with the photosist and illuminated by i-line (λ = 365 nm) collimated UV radiation from a mercury lamp. Our custom UV-exposure system insures uniform illumination by moving the substrate through a narrow, well-baffled illuminated strip. The substrate is removed from the UV aligner apparatus and immersed in a commercial developer, resulting in a positive image of the mask in photosist.

The next step is the transfer of the mask image formed in photosist down to the SiO$_2$ or Si$_3$N$_4$ passivation layer (step 8 in Fig. 3). For SiO$_2$ passivation layers, we immerse the substrate in a buffered oxide etch (BOE), which removes SiO$_2$ between the photosist lines. The resulting SiO$_2$ stripe profile is not rectangular but rather bowl-shaped as a result of an isotropic etching of SiO$_2$ in a BOE solution. The spacing between the stripes will be maintained as long as temperature and chemical concentrations are uniform across the surface of the substrate. The isotropic etching of SiO$_2$ in BOE and KOH solutions sets a fundamental limit on the minimum width of mask lines, as they have to be sufficiently wide to withstand both etches. For Si$_3$N$_4$ passivation layers, we use a reactive ion etcher (RIE) to remove exposed portions of nitride, leaving intact the stripes of nitride that are protected by unexposed photosist. The industrial RIE machine we used is optimized for thin wafers (up to a few millimeters thick), so we used focusing rings to keep the plasma density uniform across the surface. Overetch into silicon is another possible source of groove positioning error. While thick pieces are expensive for individual step tests, we can estimate the magnitude of overetch indirectly. We have tuned the duration of the RIE etch step to within 10% of the actual value, so the maximum depth of overetch in silicon is the equivalent of 6 nm for a 60 nm thick layer of Si$_3$N$_4$. The selectivity (etch
rate of Si₃N₄/etch rate of silicon) is at least 2 for our process recipe. The average overetch into silicon crystal is 3 nm, and the variation across the surface is some fraction of this value and negligible. After RIE, the remaining photoresist is stripped in acetone (step 9 in Fig. 3), leaving parallel stripes of SiO₂ or Si₃N₄ on a pure silicon substrate. These stripes serve as a mask for the anisotropic etch that creates the grooves.

D. Etching Grooves
We blaze the grating by etching grooves into the silicon using an aqueous KOH solution (step 10 in Fig. 3). V-shaped grooves in silicon are a result of anisotropic etching of silicon through a mask of parallel lines. For aqueous KOH, the ratio of (100):(111) rates can be as high as 400:1 [51]. To produce a good grating, we must minimize errors in groove spacing over a large area. As indicated by Eq. (7), a high anisotropic etch ratio minimizes the contribution to groove positioning errors by uneven undercutting of the {111} surfaces. Empirical etch rates in aqueous KOH solutions vary widely in the literature [49]. We therefore measured our own rates for both symmetric and asymmetric groove profiles and found that they are almost identical. Our KOH etching apparatus maintains the etchant temperature at a constant 68 °C and provides ultrasonic agitation. We add isopropanol, which serves as a surfactant [52] to the aqueous KOH. The etching reaction, which takes place in several steps, can be summarized as follows [53]:

\[
\text{Si + 2OH}^- + 2\text{H}_2\text{O} \rightarrow \text{SiO}_2(\text{OH})_2^- + 2\text{H}_2.
\]

The H₂ bubbles formed in this reaction can block small areas on the surface of the crystal and lead to microroughness. The isopropanol and the ultrasonic vibrations promote the quick detachment of hydrogen bubbles and result in smooth surfaces [52]. After etching, the substrate is rinsed in distilled water.

We have produced gratings on large silicon disks with various blaze angles and groove periods (see Fig. 3 of [1]). We use both scanning electron microscopy ([SEM], Fig. 4) and profilometry to measure etch rates and anisotropy ratios so that we can fine-tune the etch times for a given temperature and KOH concentration. We determined etch rates from SEM images by measuring the etched depth in the (100) and (111) directions on incomplete samples and dividing each by the etch time (see Fig. 4). Our measurements result in \( R_{100} = 28 \pm 0.5 \mu \text{m/hr} \), and \( R_{111} = 0.46 \pm 0.1 \mu \text{m/hr} \). The measured anisotropy ratio is \( R_{100}/R_{111} = 60 \). Because the etch rate \( R_{111} \) is nonzero, the angle at the groove bottom differs from the ideal 70.5° (see Fig. 5). We can also determine the anisotropic etch ratio by measuring the vertex angle with a profilometer, corrected for stylus arm arcing. We obtain an anisotropy ratio \( R_{100}/R_{111} = 69 \), in agreement with the value determined from the SEM measurement of the mask undercut. In order to attain the desired blaze angle, the finite value of the etch rate \( R_{111} \) must be taken into account during the design and material cutting. For example, after etching grating G1 for 2 h, the blaze angle has changed from 63.4° to approximately 62.6°. At 2 μm in immersion, when the grating operates in the 247th order,
the blaze wavelength will shift from the predicted 1.998 μm for δ = 63.4° to 1.984 μm for δ = 62.6°, a shift of −0.014 μm that puts the original blaze wavelength in order 245.

E. Shaping and Coating
When the blazed grating is complete, we strip the remaining passivation layer (step 11 in Fig. 3). Silicon dioxide is removed using a 4% buffered hydrofluoric acid solution, and silicon nitride is removed using a concentrated phosphoric acid solution (85%) heated to close to its boiling point (158 °C). At 150 °C, phosphoric acid etches silicon nitride at 1–2 nm/min while silicon is unaffected [54]. The phosphoric solution also removes polymer formations of Si(OH)$_n$, which are by-products of the KOH etch and tend to settle near the groove top (see Fig. 6). Removing the polymer formations decreases scattered light by allowing for an unbroken deposition of a reflective coating.

After the stripping step, the device is shaped into a prism with the grating covering the hypotenuse (step 12 in Fig. 3) using custom jigging provided by the vendor to hold the piece and protect the grating surface. The entrance face is surface ground and then optically polished to a surface figure of λ/20 or better at 632.8 nm. We tilt this face by a small amount off parallel with the groove surface (usually 1° in the cross-dispersion direction). Without such a tilt, residual reflected light from the entrance face propagates in the same direction as diffracted light at the blaze wavelength of each order. For grating G1, we also wedged the bottom of the prism in order to redirect...
diffracted light from the ends of the orders, which may hit the bottom of the prism.

We applied a commercial antireflection coating on the entrance faces of gratings G0 and G1. The coating was optimized for transmission from 1.1 to 5 \( \mu \text{m} \). The quality of both coatings was very good with a maximum reflectivity of 10% at 1.5 \( \mu \text{m} \) and reflectivities below 3% between 1.6 and 5 \( \mu \text{m} \). A metallic overlayer was applied to the groove surfaces to enhance the internal reflectivity of the grooves (Fig. 7). We selected sputtered aluminum for this overlayer because of the ease of depositing relatively thick (2 \( \mu \text{m} \)) layers without voids [6]. Repeated rapid cycling between 290 and 77 K shows that the aluminum coating adheres well and is robust against thermal shock (see Fig. 7). Figure 8 shows the completed grating G1.

3. Measured Performance of Completed Gratings

Once we complete a grating, we visually inspect it for surface damage such as scratches and defects in the groove pattern. We then conduct optical tests of the wavefront shape and error, the point-spread function (PSF), and the efficiency of our gratings. This analysis feeds back as improvements to our production process.

A. Imaging/Visual Confirmation of Our Process

We use profilometry to verify the groove shape and SEM to verify groove shape, size and orientation, and to estimate the number and type of surface defects. This testing is possible only on small wafer samples since the vertical clearance inside the SEM chamber is only a few millimeters. We can also observe any larger defects in etched substrates with an optical microscope.

B. Efficiency

We measure grating efficiency using monochromatic spectra. Monochromatic light is diffracted into discrete orders given by the grating equation [Eq. (2)]. The blaze function determines the intensity distribution among the diffracted orders (Figs. 9 and 10). For...
high-order echelle gratings, the angular distribution of the blaze envelope approaches

\[ I(\beta) = \left( \frac{\sin \left( \frac{\pi s}{\lambda} (\sin \beta - \sin \alpha) \right)}{\frac{\pi s}{\lambda} (\sin \beta - \sin \alpha)} \right)^2, \tag{8} \]

where \( s \) is the effective groove width [55]. The peak intensities of each diffracted order match this blaze envelope at each \( \beta \) for which there is a valid solution of the grating equation. For gratings operating in the high orders where Eq. (8) is valid, we can use the equation to correct the measured efficiency at the wavelength of the monochromatic source to the efficiency in the peak order at the blaze wavelength.

Our test setup consists of two bench spectrographs [5], one of which uses two visible (\( \lambda = 543.5 \) and 632.8 nm) He–Ne lasers and a second, which uses an IR (\( \lambda = 1.523 \) \( \mu \)m) laser to illuminate the grating in collimated light. For visible light, the beam size was 15 mm for G0 (limited by the size of the grating) and 25 mm for G1 and G3. For the IR setup, the beam size was 10 mm (limited by optics). Using beam splitters, we were able to observe a reference mirror over a light path almost identical to that of the grating and measure return signals from both simultaneously. Light from the test grating and the reference mirror is focused onto an optical CCD or an InGaAs IR detector array to record the monochromatic spectrum. To focus the spectrum onto the detector arrays, we use either an \( f = 125 \) mm (for the IR setup) or \( f = 200 \) mm (for the visible setup) lens to record a series of 2–10 orders on the detector, or an \( f = 838 \) mm lens to resolve the diffraction spot and analyze the grating PSF. Figures 9 and 10 show monochromatic spectra. At 543.5 and 632.8 nm, the gratings are used as front-surface devices. At 1.523 \( \mu \)m, gratings are used as immersion echelles. We used two types of reference mirrors: silicon for uncoated gratings at optical and IR wavelengths and gold for coated gratings measured in immersion.

Table 2 gives the results of the efficiency determinations for G0, G1, and G3. The third column lists the

![Fig. 10. Monochromatic spectra of (top) G0, (middle) G1, and (bottom) G3 in immersion at 1.523 \( \mu \)m. The lower scale on the x axis gives the position in pixels while the upper scale identifies the order number of the peaks. The y axis scale is in counts integrated over 10 rows in the cross-dispersion direction.](image-url)
measured efficiency, $\eta_{\text{measured}}$, which is simply the sum of the signal in the monochromatic orders observed on the detector, divided by the signal from the reference mirror. There are two types of derived efficiencies that can be obtained from this measured value. The groove efficiency, $\eta_{\text{groove}}$, is relevant to evaluating the quality of the grating grooves and groove placement. The relative efficiency, $\eta_{\text{relative}}$, is useful in predicting the ultimate throughput of an instrument using a micromachined front surface or immersion echelle and is directly comparable to the relative efficiencies quoted for commercial echelle gratings.

The groove efficiency, $\eta_{\text{groove}}$, is obtained from the measured efficiency $\eta_{\text{measured}}$ by correcting for all effects related to the grating geometry and any coatings on the device, but not for effects resulting from imperfect blazing or mispositioning of the individual grooves. We derive $\eta_{\text{groove}}$ by normalizing $\eta_{\text{measured}}$ by a calculated geometric ideal efficiency correction factor $\eta_o$. This correction factor contains terms that result in a value of $\eta_{\text{groove}}$ that gives the efficiency of a given grating relative to one with the same groove spacing and filling factor for the blazed facets, but with perfectly reflecting, perfectly positioned grooves with perfectly smooth surfaces. We calculate $\eta_o$ for each grating and observing geometry (front surface or immersion) at a given wavelength and list the values in Table 2. For all gratings, $\eta_o$ includes a term to account for the mismatch between the blaze function minima and the interference maxima for orders above and below the blaze order. This mismatch is most severe for grooves that do not fill the spacing between them but is also present when the filling factor is 1, even up to very high order. It causes light loss into adjacent orders [56]. The value of the mismatch term was determined by calculating the positions and intensities of all propagating orders and dividing the sum of intensities for orders we were able to observe by the sum of all intensities in propagating orders. For visible wavelengths, where the gratings are used as front-surface devices, there is an additional term to account for the incident light blocked by the groove tops (which have no effect in immersion). For IR wavelengths, where the gratings are used in immersion, there is an additional term to properly account for losses incurred as the light enters and exits the silicon prism. To determine this term, we measured the transmission of uncoated and antireflection coated silicon witness samples.

The fourth column of Table 2 gives the value of $\eta_o$, and the fifth column gives $\eta_{\text{groove}} = \eta_{\text{measured}}/\eta_o$. The groove efficiency has steadily improved from our first results with G0 through our newer devices G1 and G3. The good agreement between the values of $\eta_{\text{groove}}$ determined from front-surface measurements in the optical and from measurements at a comparable effective wavelength in immersion show that we can account correctly for geometric effects and losses at the silicon–air interface and use front-surface measurements to predict accurately the ultimate performance of a given grating in immersion. The small differences for G0 most likely reflect differences in performance across the grating surface.

To determine the relative efficiency of a grating on the blaze ($\eta_{\text{relative}}$, given in column 6 of Table 2), we need to correct $\eta_{\text{measured}}$ to give us the intensity of the return signal for monochromatic light at the wavelength corresponding to the peak of the blaze, relative to the signal from the comparison mirror. We use the method of [56] to calculate the shape of the blaze.

![Fig. 11](Color online) Spectral PSFs of (a) G0, (b) G1, and (c) G3 compared to the PSF of a mirror. All profiles were measured in immersion at 1.523 μm with a 10 mm collimated beam (see Table 3). The wings on the profiles of G1 and G3 reflect the collapse of the Airy rings to one dimension.
envelope for the geometry of each grating, calculate the correction factor to go from the measured signal in the orders striking the detector array to the total signal over all orders, calculate the correction factor to go from the total signal to the signal in the order at the peak of the blaze function, and scale \( \eta_{\text{measured}} \) by the product of these two factors to derive \( \eta_{\text{relative}} \) in Table 2.

The relative efficiencies measured for G1 and G3 in the visible are comparable to or exceed the best throughput values quoted for commercial front-surface echelle gratings, despite the losses caused by the groove tops. More significantly, the relative efficiencies of G1 and G3, measured in immersion at 1.523 \( \mu \text{m} \), near the short end of their useable range, also exceed the efficiencies of commercial echelles, this despite having been measured at a wavelength where the broadband antireflection coatings on the gratings were particularly bad (we have a total loss of \( \sim 11\% \) for the two passes through the entrance face). In fact, most of the departure from unity transmission at 1.523 \( \mu \text{m} \) can be attributed to the antireflection coatings. The entrance face of G3 is uncoated. To facilitate a comparison between the relative efficiencies of G1 and G3, in Table 2 we have corrected the G3 value for the dielectric loss at the air–silicon interface by assuming a coating with the same value of reflectance as that for the antireflection coating on G1.

C. Resolving Power and Point-Spread Function

We measured the 1.523 \( \mu \text{m} \) PSF of G0, G1, and G3 directly in our bench spectrometer setup with a 10 mm beam, the maximum size allowed by our beam splitter (see Fig. 11). The first step in analyzing the images was to fit a 2D Gaussian function in order to measure the width of the diffraction spot. The results of this step are summarized in Table 3. The predicted resolving power, \( R_{\text{predicted}} \), is calculated using Eq. (1). The demonstrated resolving power, \( R_{\text{demonstrated}} \), was calculated using the angular dispersion relation for immersion gratings used in the Littrow mode,

\[
\frac{d\beta}{d\lambda} = \frac{2n \tan \delta}{\lambda},
\]

and corrected for pixel sampling. From this equation, we can calculate

\[
\Delta \lambda = \frac{\lambda}{2nf \tan \delta} \Delta x,
\]

where \( \Delta x = 30 \mu \text{m} \times \text{FWHM} \) (in pixels), and \( R_{\text{demonstrated}} = \lambda/\Delta \lambda \). We demonstrate a resolving power of 75,000 at 1.523 \( \mu \text{m} \) using grating G1. Some of the difference between the predicted and measured resolving powers arises because of the slight taper of the electric field distribution of the 10 mm aperture.

Figure 11 shows 1D spectral PSFs, produced by summing over 10 pixels in the cross-dispersion direction. Gratings frequently work below the diffraction limit. Our efficiency measurements were done at \( R \ll R_{\text{diff}} \). The resolving power measurements show that our gratings can perform at \( R_{\text{diff}} \) up to 80,000. The Strehl ratio is the measure of diffraction-limited performance. It is defined as the peak value of the PSF in the observed image relative to its value for an unaberrated image (with both PSFs normalized to the same total power). A system with a Strehl of more than 0.8 would have an rms wavefront error of \( \lambda/14 \) or less. In practice, we calculated the area under the 1D spectral PSF for each grating and normalized the PSF by the ratio of that area to the area under the mirror PSF, which is in this case our unaberrated PSF. The peak value of the normalized grating PSF is the Strehl ratio. Table 3 gives the Strehl ratios for gratings G0, G1, and G3, including values measured directly from the IR spectra in immersion and values calculated from the wavefront errors determined from optical interferograms (Fig. 12). The two types of Strehl measurements agree well, except in the case of G0, probably because the quality of G0 varies across the surface and depends strongly on which part of the grating surface is used. The performance of G1 and G3 is diffraction limited at 1.523 \( \mu \text{m} \) when they are used as immersion gratings. The high Strehl over a 25 mm beam measured for G1 and G3 indicates that they should achieve resolving powers 2.5 times larger than those listed in Table 3. Over some areas of its surface, G0 is diffraction limited at 2 \( \mu \text{m} \). The agreement between the front-surface tests using optical interferometry and the direct immersion tests, together with the measurements of periodic errors (discussed in Subsection 3.D.3), demonstrate that front-surface measurements, both spectroscopic and interferometric, can accurately predict the performance of echelles in immersion.

<table>
<thead>
<tr>
<th>Grating</th>
<th>FWHM&lt;sub&gt;x&lt;/sub&gt; (in Detector Pixels)</th>
<th>FWHM&lt;sub&gt;y&lt;/sub&gt;</th>
<th>R&lt;sub&gt;demonstrated&lt;/sub&gt;</th>
<th>R&lt;sub&gt;predicted&lt;/sub&gt;</th>
<th>Strehl Ratio From IR PSF&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Strehl Ratio From Interferogram&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
<td>4.78</td>
<td>4.90</td>
<td></td>
<td></td>
<td>0.71</td>
<td>0.82</td>
</tr>
<tr>
<td>G0</td>
<td>5.99</td>
<td>5.11</td>
<td>45,500</td>
<td>64,100</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td>G1</td>
<td>5.10</td>
<td>4.79</td>
<td>75,400</td>
<td>90,500</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>G3</td>
<td>4.74</td>
<td>4.90</td>
<td>26,000</td>
<td>28,900</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Measured over a 10 mm diameter beam.

<sup>b</sup>Measured over a 15 mm diameter beam for G0 and a 25 mm beam for G1 and G3.
D. Wavefront Aberrations and Grating Defects

Errors in the groove shape and spacing and surface roughness degrade the performance of diffraction gratings by lowering the optical efficiency and causing unwanted features in the observed spectra. In general, these errors manifest themselves as ghosts, satellites, grass, and diffuse scatter [57]. We discuss our measurements of these errors, as well as ways to improve the performance of future gratings.

1. Grass

Groove position errors displace the grooves off a common phase plane, lessening the coherence of the diffracted signal. When these errors are random, they produce “grass,” i.e., scattered light that appears between orders in a monochromatic spectrum. The intensity of light in grass, $I_{\text{grass}}$, is given by

$$I_{\text{grass}} = \frac{I_0}{H_{1005}^2 H_{20873}^2 H_{9266}^2 H_{9261}^2 \sin \delta},$$

and the measured values of this ratio for G0, G1, and G3 are listed in Table 4. Equation (11) is an approximation derived from Eq. (4) for small values of $\delta$. From the measured value of $I_{\text{grass}}$, Eq. (11) allows an estimate of $\delta$, that is, the portion of the spacing error we can assign to random displacements of groove positions. The intensity distribution of grass matches that of the blaze function determined by the diffraction of a single groove [58]. We estimated the fraction of light $\eta_{\text{grass}}$ in the grass from our monochromatic spectra by integrating over 10 to 20 rows of the images to obtain a 1D spectrum, and then subtracting out previously determined efficiency measured in observed orders as well as any observed ghosts. The angular range of integration in the cross-dispersion direction was only 0.07°, so any diffuse scattered light should not contribute significantly. The random spacing errors, $\varepsilon_{\text{spacing}}$, derived from the observed grass intensity are both very small and close to the same value for all three gratings (see Table 4). This result implies that we have good control over the pattern transfer process and good repeatability, even for thick silicon substrates. G0 has a somewhat larger rms error, which can either be the result of using a SiO$_2$ layer as the etch mask or the result of intrinsic errors in the mask (or both). The scattered light in grass of our most recent grating G3 (see Fig. 13) is comparable to the level measured for a commercially produced R2 echelle used in the 2D Coudé spectrograph on the 2.7 m telescope at McDonald Observatory [59].

The total measured errors derived from the optical interferograms (column 5 of Table 4) by calculating the distance equivalent of the rms deviation of the phase fronts, are larger than the spacing errors and differ more strongly from grating to grating (see Table 4). As we will show, these larger values derived for G0 and G1 result from repetitive errors, which produce ghosts rather than grass.

2. Diffuse Scattered Light

Small scale (micro) roughness (scale sizes less than $\lambda$) of the groove surfaces causes incident light to scatter.

---

### Table 4. Scattered Light Due to Random Errors in Groove Positions

<table>
<thead>
<tr>
<th>Grating</th>
<th>$I_{\text{grass}}/I_0$</th>
<th>$\varepsilon_{\text{spacing}}$</th>
<th>$\varepsilon_{\text{phase}}$</th>
<th>$\varepsilon_{\text{spacing}}$ from Interferograms$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G0</td>
<td>7.9%</td>
<td>17 nm</td>
<td>14 nm</td>
<td>43.2 nm</td>
</tr>
<tr>
<td>G1</td>
<td>4.6%</td>
<td>12 nm</td>
<td>11 nm</td>
<td>33.0 nm</td>
</tr>
<tr>
<td>G3</td>
<td>1.9%</td>
<td>13 nm</td>
<td>6.9 nm</td>
<td>6.5 nm</td>
</tr>
</tbody>
</table>

$^a$Calculated from $I_{\text{grass}}/I_0$ using Eq. (11).

$^b$The rms displacement error over areas shaped and sized to match the area used in the spectroscopic measurements for which $\varepsilon_{\text{spacing}}$ was determined. The slightly larger value of $\varepsilon_{\text{spacing}}$ for G0 likely reflects the use of a SiO$_2$ rather than a Si$_3$N$_4$ etch mask and the use of a ruled mask during the photolithography step.
In gratings with poor surface quality, the amount of scattered light is large, and one observes a halo around the center of the spectrum. For good quality gratings, the large angular scale of the diffuse scattered light makes it very difficult to measure directly. Instead, we use atomic force microscopy (AFM) to directly measure the surface roughness. For one of our grisms (G2), we measured average roughness of 1.7 nm over a 2 μm × 2 μm area of groove surface. Height constraints in the AFM prevent us from measuring any of the immersion echelles discussed here, but we believe that the roughness of their grating surfaces should be comparable to the above figure. There is a wealth of information published about the temporal evolution of roughness of etched {100} surfaces [60,61], but little is available about {111} surfaces. Reference [62] discusses the roughness of {111} surfaces but only for aqueous KOH solutions without the addition of isopropanol and ultrasonic energy, both of which are known to improve the surface finish of etched {100} surfaces [52].

The total integrated light scattering is given approximately by [63]

\[
\frac{I_{\text{diffuse}}}{I_0} = \left( \frac{2\pi n}{\lambda} 2\varepsilon_{\text{roughness}} \right)^2,
\]

where \(\varepsilon_{\text{roughness}}\) is the rms surface roughness (e.g., as measured by the AFM). The summary of predicted \(I_{\text{diffuse}}\) for the grism device (G2) using Eq. (12) for several wavelengths and assuming \(\varepsilon_{\text{roughness}} = 1.7\) nm is given in Table 5.

Surface microroughness may result from imperfections in silicon crystal (e.g., when the etch encounters an oxygen atom), \(H_2\) bubbles that linger on the surface and block further reactions, or impurities in the KOH solution [64]. We have used both ultrasonic agitation and isopropanol to promote the \(H_2\) bubble detachment. The silicon material we use has very low oxygen content, although it is unclear how much impurities actually affect immersion grating manufacture [50]. There are other sources of diffuse scattered light such as large groove defects (breaks in grooves, pyramid formations attributable to impurities in the crystal) that we are unable to account for in the predicted value from the AFM roughness measurement. Using visible light microscopes and SEM we find that the areal fraction of such macrodefects is less than 0.1% in our best gratings.

### 3. Ghosts and Satellites

When the error in groove positions is periodic, it can produce secondary images or ghosts. Historically, secondary images found symmetrically on each side

---

**Table 5. Estimate of Microroughness from the AFM Data and Calculated Total Diffuse Scattered Light at \(\lambda = 632.8, 1.523,\) and 3.5 \(\mu m\)**

<table>
<thead>
<tr>
<th>Grating</th>
<th>(\varepsilon_{\text{roughness}})</th>
<th>(I_{\text{diffuse}}/I_0)</th>
<th>(\lambda = 632.8) nm</th>
<th>(I_{\text{diffuse}}/I_0)</th>
<th>(\lambda = 1.523) μm</th>
<th>(I_{\text{diffuse}}/I_0)</th>
<th>(\lambda = 3.5) μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2</td>
<td>1.7 nm</td>
<td>0.1%</td>
<td>0.2%</td>
<td>0.04%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Estimates are given for grating used in immersion at 1.523 and 3.5 μm. The corresponding internal wavelengths are 441 and 1023 nm.*
of a diffraction order and close to it have been called Rowland ghosts. Another type of ghosts found in gratings as a result of short-term periodic errors is called Lyman ghosts. In earlier tests, we observed Rowland ghosts in G0 which clearly derive from errors in the ruled mask that was used to pattern the substrate \[5,58\]. The period and amplitude of the groove spacing error are \( P = 780 \, \mu m \) and \( A = 13.5 \, nm \). For gratings G1 and G3, we acquired photolithographic masks, which do not suffer from stitching and periodic errors [65]. The use of the new masks eliminated the periodic error in the dispersion direction. Ghosts are still present in both gratings, however, but displaced from the dispersion direction by \( 30^\circ \) and match very well the orientation of the periodic wavefront error in the optical interferogram of G1 (Fig. 12, middle) [64]. We decided to apply the analysis appropriate for Rowland ghosts and compare the results to the optical interferometry data to determine whether the periodic pattern is indeed the source of ghosts in these two gratings.

The relationship between the period of the spacing error and the distance of the Rowland ghost from the parent line in Littrow configuration is [66]

\[
\Delta x_M = M \frac{\lambda f}{P \cos \delta}
\]

where \( \Delta x_M \) is the distance between the parent line and the \( M \)th order Rowland ghost, and \( P \) is the period of the spacing error, while the relationship between the ghost intensity and the parent line intensity for the first pair of Rowland ghosts is given by

\[
\frac{I_{\text{ghost}}}{I_{\text{line}}} = \left( \frac{2\pi n}{\lambda} A \sin \delta \right)^2,
\]

where \( A \) is the amplitude of the spacing error, and \( I_{\text{ghost}} \) and \( I_{\text{line}} \) are the intensities of the ghost pair and the parent line, respectively. We deduce from Eq. (13) that \( P = 5.6 \, mm \) for G1, and \( P = 0.61 \, mm \) for G3. In the optical interferograms, these distances will be shortened by \( \cos \delta \) in the dispersion direction. The projected period in the wavefront space is \( 5.1 \, mm \) for G1, close to the measured \( 4.0 \, mm \) from the fringes seen in the interferogram (see Fig. 12, middle). The displacement of the ghosts from the dispersion direction and the size of the period indicate that the spacing error is not attributable to errors in the mask pattern but rather to problems during the contact printing of the mask lines onto the photoresist layer, which we also confirmed visually by observing interference fringes while contacting the mask with the photoresist coated disks.

From the ghost intensities and Eq. (14) we derive \( A = 23 \, nm \) for G1, and \( A = 9.2 \, nm \) for G3. From the interferogram of G1, we estimate \( A = 28 \, nm / (\sin \delta) = 31 \, nm \), in excellent agreement with the direct measurement. The integrated intensity in the ghosts is 8.2% and 0.5% of parent line intensities for G1 and G3, respectively, at \( 1.523 \, \mu m \) in immersion.

Depending on the application, the ghosts seen in our gratings may not represent a problem. Since they are displaced in the spatial direction as well as in the dispersion direction, we can define the extent of each order in a cross-dispersed spectrograph to exclude contributions from ghost features. Since the intensities scale as \( 1/\lambda^2 \), their contribution will drop to 1.5% in the spectrum of G1 (integrated in a pair of ghosts) at \( 3.5 \, \mu m \).

Resulting from nonperiodic errors in groove positions over a significant portion of a grating, satellites are spurious lines found very close to diffraction orders. We did not observe any satellites down to \( 10^{-5} \) of the strongest diffraction peak.

4. Conclusion

We have produced gratings appropriate for use in high-resolution IR spectrographs (\( R \) from 20,000 to 100,000) as immersion devices from 1.1 to 5 \( \mu m \). We have developed a method to reliably produce gratings with arbitrary blaze angles and with groove spacings from a few micrometers to a few hundred micrometers. We have thoroughly tested and evaluated these gratings as front-surface as well as immersion devices and found that the results were consistent. As a result, it will be possible in the future to make a reliable determination of grating quality before several lengthy and costly cutting, polishing, and coating steps are carried out. The measured relative efficiencies of the immersion gratings are comparable to, or better than, those of the best commercially available front-surface echelle gratings but can operate in significantly higher orders. The one remaining area where there is substantial room for improvement is in reducing the level of repetitive errors introduced by our photolithographic patterning process. These errors do not affect performance for many applications. Nonetheless, we have devised several approaches to greatly reduce or eliminate them in our next batch of gratings.
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